
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 08 Issue: 06 | June - 2024                         SJIF Rating: 8.448                                    ISSN: 2582-3930           

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM35598                                            |        Page 1 

Analysis of Patient Condition Classification Methods Utilizing Drug Reviews 
 

Mrs. Deepali Sanjay Chavan1, Kiran Nitin Babar2 
 

1Artificial Intelligence & Data Science & DMCE, Airoli. 
2Artificial Intelligence & Data Science & DMCE, Airoli. 

 

---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - Nowadays, a new area of marketing and 

communication has emerged thanks to internet reviews, 

bridging the gap between conventional word-of-mouth and a 

viral feedback loop that can sway consumers' perceptions. 

Reviews of specific medications, however, are much more 

important in the medical industry because they may be used to 

track side effects and determine how consumers feel about a 

medication overall. This paper's main goal is to use medication 

reviews to categorize patient conditions, specifically Type 2 

Diabetes, High Blood Pressure, and Depression. The goal is to 

study and understand the effectiveness of drugs for specific 

conditions and their potential side effects by analysing patient 

reviews, ratings, and useful counts. The insights gained from 

this analysis can be used to recommend suitable drugs for 

patients based on their condition and the experiences of other 

patients with similar conditions. 

 

Key Words: TF-IDF, BOW, Passive Aggressive 

Classifier, stop word. 

1. INTRODUCTION 

 
The internet has now evolved to be a forum where 

consumers evaluate different products and services based on 

impressions and feedback from other like-minded consumers. 

In recent times, online reviews have created a new field in 

marketing and communication that bridges the gap between 

traditional word-of-mouth and a viral form of feedback that can 

influence consumer’s opinions. A medication review can 

explain how and when your medications should be taken to get 

the most benefit out of them. However, in the field of medicine, 

reviews made for particular drugs play an even more vital role 

as they can help in monitoring its adverse reactions and identify 

an overall impression of the drug among its users. Reviews are 

very important to get the overview of product whether it is 

service, offerings or products. Reviews also plays a very 

important role in healthcare domain especially in terms of 

drugs. By analyzing the reviews, we can get the understanding 

of the drug effectiveness and its side effects. But in this project, 

we will classify the condition of patient based on his review so 

that we can recommend him a suitable drug. One of the key 

benefits of drug recommendation using AI is that it can help 

identify potential drug interactions and adverse reactions. Such 

systems analyze patient data, including medical history and 

current medications, in order to identify potential issues and 

recommend appropriate alternatives. Another benefit of AI-

powered drug recommendation systems is that they can help 

reduce the risk of medication errors. By automating the process 

of medication selection, dosing, and administration, these 

systems can ensure that patients receive the right medication in 

the right dose at the right time. This can result in better patient 

outcomes and a decrease in healthcare costs. In proposed 

method a drug recommendation system using NLP and 

machine learning algorithms that will not only predict medical 

conditions but also recommend the top 3 drugs based on 

predicted medical conditions and top reviews and useful 

reviews count. 

 

2.DATASET AND ITS FEATURES 

 
The Drug Review Dataset is taken from the UCI Machine 

Learning Repository. This Dataset provides patient reviews on 

specific drugs along with related conditions and a 10-star 

patient rating reflecting the overall patient satisfaction. The 

data was obtained by crawling online pharmaceutical review 

sites. The Drug Review Data Set is of shape (215063, 7) i.e. It 

has 7 features including the review and 215,063 Data Points or 

entries. Features are 

• DrugName (categorical): The name of the drug that 

the patient is reviewing. This feature will be used to 

group reviews by drug and analyze the effectiveness 

of each drug for specific conditions. 

• Condition (categorical): The name of the condition 

that the patient is reviewing the drug for. This feature 

will be used to identify reviews related to Depression, 

High Blood Pressure, and Type 2 Diabetes. 

• Review (text): The patient's review of the drug. This 

feature will be used to extract insights on the 

effectiveness and potential side effects of drugs for 

specific conditions. 

• Rating (numerical): A 10-star patient rating reflecting 

overall patient satisfaction with the drug. This feature 

will be used to understand the level of patient 

satisfaction with different drugs for specific 

conditions. 

• Date (date): The date on which the review was 

entered. This feature will be used to analyze trends 

over time in patient reviews and ratings. 

• UsefulCount (numerical): The number of users who 

found the review useful. This feature will be used to 

identify reviews that are likely to be helpful in 

understanding the effectiveness and potential side 

effects of drugs for specific conditions. 
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3. EDA - EXPLORATORY DATA ANALYSIS 

Exploratory Data Analysis (EDA) is done to get the 

insight about the data and summarize the main characteristics. 

To understand dependency or correlation of the features. The 

Figure 1 is a bar graph which shows the top 10 drugs given in 

the data set with a rating of 10/10. 

 

 

Figure 1. Top 10 drugName 

 

'Levonorgestrel' is the drug with the highest number of 10/10 

ratings, about 1883 Ratings in the data set for 'Levonorgestrel'. 

It’s followed by ‘Phentermine’ with 1079 ratings. 

Levonorgestrel (LNG) is a synthetic progestogen similar to 

Progesterone used in contraception and hormone therapy. Also 

known as Plan B, it is used as a single agent in emergency 

contraception, and as a hormonal contraceptive released from 

an intrauterine device, commonly referred to as an IUD. 

 

 

Figure 2. Count of Ratings 

The Figure 2 shows a distribution plot on the right hand side 

and a bar graph of the same on the left hand side. This shows 

the distribution of the ratings from 1 to 10 in the data set. It can 

be inferred that mostly it's 10/10 rating and after that 9 and 1. 

The data points with rating of the drugs from 2 to 7 is pretty 

low. 

 

The Figure 3 is a bar graph which exhibits the top 10 conditions 

the people are suffering from. In this data set 'Birth Control' is 

the most prominent condition by a very big margin followed by 

Depression and pain. 

 

Figure 3. Top 10 Conditions 

The 'Birth Control' condition has occurred about 28,000 and the 

depressions has occurred about 9,500. It can easily be noticed 

that the ‘Birth Control’ is more than 3 time the depression in 

the whole data set. In top 10 conditions ADHD is on the 10th 

Position, ADHD stands for Attention deficit hyperactivity 

disorder. 

 

Figure 4. Number of reviews per year 

The Figure 4. is a Bar graph that shows the number of reviews 

in the data set per year. It can be inferred that most ratings are 

given in 2016 and 2008 has the least number of reviews. 2016 

have 46507 reviews whereas 2008 have 6700 reviews. The 

Figure 5. shows the mean rating of the drugs per year. 2008 

have a mean rating of 8.92 which is the highest but it can also 

infer from the above bar graph Figure 3 that it has the lowest 

number of reviews by the patients. 2017 has a mean rating of 

6.04 which is the lowest in the graph. The average rating per 

year is not below 5 in any given year from 2008 to 2017. 

Word Cloud is a data visualization technique used for 

representing text data in which the size of each word indicates 

its frequency or importance. Significant textual data points can 

be highlighted using a word cloud. Word clouds are widely 

used for analysing data from social network websites. The 

Figure 6. is a word cloud that shows most frequent word in big 

size. 
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Figure 5. Word cloud for Birth control. 

4. DATA PRE-PROCESSING 

 Data pre-processing is an important step in NLP 

because it can help to improve the accuracy and performance 

of NLP models. By cleaning and transforming the text data, 

data pre-processing can help to remove noise, standardize the 

data, and group together words that have similar meanings. 

Figure 7 shows data pre-processing of review feature to 

review_clean new feature.  

Stop Word: 

A stop word is a commonly used word (such as “the”, “a”, 

“an”, or “in”) that a search engine has been programmed to 

ignore, both when indexing entries for searching and when 

retrieving them as the result of a search query.  

Lemmatization: 

Lemmatization is the process of grouping together the different 

inflected forms of a word so they can be analyzed as a single 

item. Lemmatization is similar to stemming but it brings 

context to the words. So, it links words with similar meanings 

to one word.  

 

Text pre-processing includes both Stemming as well as 

lemmatization. Many times, people find these two terms 

confusing. Some treat these two as the same. Lemmatization is 

preferred over Stemming because lemmatization does 

morphological analysis of the words. 

 

 
Figure 6. Data preprocessing 

 

 5. SPLIT THE DATASET 

Data splitting is a crucial process in machine learning, 

involving the partitioning of a dataset into different subsets, 

such as training, validation, and test sets. This is essential for 

training models, tuning parameters, and ultimately assessing 

their performance. Split the dataset with 80% of training 

set and 20% of test set. 

6. MODEL SELECTION  

TF-IDF: 

TF-IDF is a very popular feature extraction technique. Text 

needs to converted into vector or matrix before fed them to 

the Machine Learning model.  

Term Frequency: TF of a term or word is the number of times 

the term appears in a document compared to the total number 

of words in the document. 

 

Inverse Document Frequency: IDF of a term reflects the 

proportion of documents in the corpus that contain the term. 

Words unique to a small percentage of documents (e.g., 

technical jargon terms) receive higher importance values 

than words common across all documents (e.g., a, the, and). 

 

 

The TF-IDF of a term is calculated by multiplying TF and 

IDF scores. Figure 8 shows confusion matrix of TF-IDF. 

 

Figure 7. Confusion matrix of TF-IDF 

Bag of Words 

Bag-of-words(BoW) is a statistical language model used to 

analyse text and documents based on word count. The model 

does not account for word order within a document. BoW can 

be implemented as a Python dictionary with each key set to a 
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word and each value set to the number of times that word 

appears in a text. 

Naive Bayes 

Naïve Bayes is a probabilistic machine learning algorithm 

based on the Bayes Theorem, used in a wide variety of 

classification tasks. Sentiment classification using Naive Bayes 

algorithm is done through two stages: the learning process stage 

and the classification stage. Figure 8 shows confusion matrix 

of Naïve Bayes. 

 

Figure 8. Confusion matrix of Naive Bayes 

Passive Aggressive Classifier 

 

The PAC algorithm responds aggressively to incorrect 

predictions and remains passive for the correct 

predictions. Passive Aggressive (PA) classifiers are a type of 

online learning algorithm that can be used for classification 

tasks. They are based on the idea of being “passive” when the 

current model correctly classifies a training example, but 

“aggressive” when it makes a mistake. 

 

 

Figure 9. Confusion matrix of Passive Aggressive Classifier 

 

 

7. MODEL EVALUATION 
 

    We have analysed different algorithms on the dataset 

to understand which one gives the better accuracy. The 

algorithms used are Naive Bayes, Decision tree, Random 

Forest, Linear SVC, Logistic Regression and Passive 

Aggressive Classifier. The algorithm giving the best accuracy 

was selected to train the dataset. The accuracy of the algorithm 

are given in the table 2. The best accuracy is Random forest. 

 

 

Table 1. Accuracy of different algorithms 

8. CONCLUSION 

  

With the advent of immense technological developments, 

especially the world wide web, individuals have found their 

ability to express opinions on a variety of products available 

in market. One such field is reviewing drugs for a medical 

condition. With many people relying on these reviews, 

extracting information from these reviews helps to identify 

whether a particular drug is proving to be beneficial as well as 

discover the aspect that might anger clients. In this paper we 

have proposed a drug recommendation system that helps to 

recommend the medications based on the reviews gained from 

their users. It is useful to understand the best possible 

medication for a condition and also helps in drug repurposing. 

We have used Random forest algorithm to recommend 

medicines which provides an accuracy of 85%.  
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