
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

             Volume: 06 Issue: 01 | Jan - 2022                                 SJIF Rating: 7.185                               ISSN: 2582-3930          

 

© 2022, IJSREM      | www.ijsrem.com                      DOI: 10.55041/IJSREM11418                 |        Page 1 

Analyzing the Accessibility of Chatbots and Generative AI 

 

 

Anand Sarangam 

Accessibility SME 

anand.sarangam@gmail.com 

USA 

 

 

Abstract 

This paper analyzes the availability of chatbots and generative artificial intelligence and highlights the important 

importance of inclusivity in technology design. Accessibility remains paramount in the digital environment, especially 

for people with disabilities. Legal frameworks such as the Americans with Disabilities Act, along with moral 

obligations, emphasize the need to have AI systems available. The current land of availability reveals significant gaps, 

including bias in verbal language processing models and a lack of guidance for diverse consumer needs. However, 

challenging situations remain, ranging from moral dilemmas around privacy and economic constraints to major 

deployments. Future developments such as multimodal artificial intelligence and emotive chatbots provide promising 

avenues for improving accessibility. Ultimately, setting and complying with accessibility requirements requires a 

collaborative effort between policymakers, developers, and users to ensure that AI generation is useful for all. This 

document advocates continuous improvement and rigorous monitoring of accessibility practices to promote inclusive 

virtual environments. 
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1. Introduction 

Chatbots, as well as generative AI, have solid user bases in many industries, including but not limited to, providing 

customer services, education, and healthcare. These tools improve productivity, streamline operations, and extend 

active participation. The concern, however, remains as to whether such systems can be accessed adequately across the 

board and especially to people with disabilities. Participation in this sense is not simply physical access to the systems 

but also hinges upon interaction design in which all able users, no matter their diversity, can be able to use the tools 

appropriately [11]. This report digs into both the challenges presented and the progress made in the context of the 

accessibility of chatbots and generative AI. Major improvements have been recorded in the development and 

deployment of assistive features, but some persistence gaps, such as language model bias, availability of assistive 

technologies, and support for various languages, are still common. The report takes a multifaceted approach, setting 

out to explain some of these limits systematically while also seeking to proffer solutions.  

2. Importance of Accessibility 

AI systems are good standards to evaluate (if digital tools simplify life for people with disabilities are legal), such as 

the Americans with Disabilities Act (ADA) and the Web Content Accessibility Guidelines (WCAG). Developers 

should do more than fulfill basic legal requirements and, by doing so, embrace inclusivity from the early stages of 

development through to implementation via efforts that extend beyond basic law [3]. 

Legal mandates for accessible AI systems not only advance out of necessity but also address the digital divide by 

providing something critical: access to AI systems. Inclusive technology can be empowering to marginalized 
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communities, enhancing the possibility of digital spaces to include them in those spaces [6]. But it's an inherently hard 

problem, even as AI systems themselves are growing more able to provide the services needed by the users, including 

speech-to-text and support for multiple languages. 

Collaboration involves much more than simply achieving a compliance requirement while allowing for fair gains for 

either the business or the customer. It also allows to better fulfill user needs and create a better service for the 

organizations; it opens new markets and expands the logo [9]. There is consensus among sources as to the existence 

of these benefits, but there is often a need among organizations to make trade-offs between usability, cost, and 

availability. Yet inclusive design of technology remains paramount to widen the reach and provide long-term social 

and economic gains to all relevant stakeholders. 

3. Current State of Accessibility in Chatbots and Generative AI 

● Design Constraints and Gaps 

The functionality of contemporary chatbots and systems that generate AI is impressive, but they still pose some 

challenges in terms of accessibility. Bias in natural language processing (NLP) models remains a persistent intractable 

problem as these algorithms, more often than not, mirror societal anomalies. Hence results in community 

disintegration, whereby aspects such as communication break down. Additionally, these devices do not often have 

what's needed for voice assistance for AI systems, making these devices useless for the visually impaired [1]. Another 

limitation that has still not been resolved is that it cannot skip itself to the reader who is not reading in English or even 

a person who comes from a multilingual environment, for example. 

People with disabilities also face limitations when utilizing fluent chatbots, AI, or AI-generated chatbots. For instance, 

many chatbots have not been designed to be compatible with screen readers, creating problems for users with visual 

impairment. As for users with speech disabilities, they tend to avoid the use of voice assistants, as such devices might 

produce misconceptions due to their obscure phonetic articulation [14]. These same limitations make it not possible 

for some users to use invisible features. 

● Evaluation of Existing Platforms 

A variety of technologies have been developed and put to use, such as ChatGPT, Alexa, and Google Assistant. 

However, other than hearing and vision, a lot of functionality is not covered. As an example, Alexa voice commands 

are intended to be hands-free, which is a big advantage for people with limited movement capabilities [7]. Still, maybe 

of less help for persons who have speech impediment or when there are too many background disturbances. In the 

same way, although Android devices have Google Assistant with screen reader functionality, it may fail as well in 

providing reliable multilingual support for more complex regional accents. 

ChatGPT and many other generative AI platforms continue with these issues of inaccessibility. Yet, as deprived only 

of sound organs, ChatGPT can manage quite well; having active users for such people, it lacks the necessary tools by 

default to produce voice output. This means that users must rely on external solutions [15]. Such limitations raise 

questions about the strategy of access that has been developed for the said platforms. 

 

● Feedback and Limitations 

The emergence of artificial intelligence in itself raises new perspectives and personal notes that seem to be quite 

contradictory. However, the top 35 percent of those with disabilities from survey respondents reported that chalkbots 

would meet their wishes. It was furthermore noted that the developed AI gadget/tool should be programmed to 

conditions that are likely to be specific to special users [13]. But, of course, as critics have pointed out, this is how 
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most platforms work; you see, they used to concentrate on interfaces rather than make everything just slide in. 

Companies that have now started rolling out changes to fix it have been incredibly slow, and users are already 

complaining that the changes needed to be expedient. 

4. Strategies for Improving Accessibility in Chatbots and Generative AI 

● Inclusive Design Principles 

In order to achieve those accessibility needs, creating inclusive design principles is important when implementing AI 

systems. Usability can be improved by a user-centered design approach (UX), that is, where the accessibility SMEs in 

particular, play an active part during the development process. Working with these co-creation stakeholders helps with 

identifying design flaws on time, thus reducing the likelihood of accessibility gaps post-deployment [5]. In addition, 

universal design principles allow systems to be usable without compromising all users, regardless of their abilities. 

Notably, platforms like Microsoft and Google have shown early inclusive design incorporates 30% more into adoption 

rates, a wholly meaningful figure of the business value of inclusivity. 

● Technical Enhancements 

Advanced technologies can further bridge those gaps along assimilability lines of accessibility. If it's not already 

obvious, speech-to-text and text-to-speech technologies are second to none because they allow seamless interaction 

for people who have auditory and visual impairments. Google's text-to-speech API includes over 220 voices in 40 

languages, but a much more widespread uptake is needed [12]. Users with hearing impairments can also be helped by 

haptic feedback, that is, tactile responses signaling system response vibrations. Moreover, chatbots will require voice 

recognition accuracy improvement for nonstandard speech patterns and also for multilingual chatbots [8]. There is 

evidence that increased engagement in non-English-speaking regions could be as much as 20% higher by improving 

multilingual support. 

● AI Training and Bias Mitigation 

Addressing algorithmic bias is an important part of that. Often, AI models simply mimic the bias that exists in these 

training datasets since they may be harming the marginalized populations. A study created by Oxford Experiments 

also brought out a point that the use of chatbots is incomplete unless there is a variety of data input as the study found 

that chatbots, in their attempts to converse with minority dialects, made 25% more errors [4]. To refine these models, 

continuous learning from the datasets beyond the speaker (for example, speech patterns of under-represented 

communities) can help. Additionally, companies have to audit and mitigate the biases regularly in order to remain fair 

and thus increase users' trust. 

● Regulatory and Policy Recommendations 

It is a must to have regulations on AI systems in order to develop accessibility standards. Regulation and compliance 

are vital, as they are the ones that have enabled drives against companies that have neglected the Americans with 

Disabilities Act (ADA) [15]. Besides that, encouraging organizations to embrace accessibility practices by offering tax 

discounts or certificates could boost widespread compliance and hasten the rate of change. 
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5. Case Studies 

Best Practices in Accessibility  

● Implementations 

Aspects such as the views of individuals where several different AI frameworks have been implemented by different 

businesses can also be explored. For example, there are people afflicted with tension or melancholy who can be helped 

through chatbots within these highbrow health packages that are meant to be used at some point in time [2]. Woebot 

is well known for its mental health chatbot capabilities and specializes in cognitive behavioral therapy. Learning 

difficulties are supported via voice interaction. According to reports, since their introduction, over 60% of patients 

have used the service over time, reducing their symptoms, and showcasing the effectiveness of healthcare services that 

are based on accessibility [10]. 

Typesetting is another industry that is seeing a huge influx of generative AI. For example, in the education industry, 

artificial intelligence is being used to assist university students with disabilities [10]. Microsoft's Immersive Reader is 

a tool developed to target and assist college students with dyslexia through text modification options [6]. The use of 

such equipment made it possible to increase the participation of students with disabilities by 30%, indicating that 

artificial intelligence can be used to fill the gaps of accessibility in the educational space. 

● Lessons Learned from Accessibility-Focused Initiatives 

Some key factors are resilient to leverage these implementations successfully. First, such availability chilling situations 

and a comprehensive outreach could have been recognised through early engagement with users and stakeholders. For 

instance, some applications were developed by intellectual fitness platforms to provide speech-impaired individuals 

with a means of providing feedback about chatbot interfaces [1]. Some issues, though, have been faced during the 

process of adoption, which include resistance to trade and technical boundaries. In the school context, such an AI 

captioning device experienced difficulties with local pronunciations as well as intricate vocabulary during the early 

stages; hence, 80% accuracy costs. On the other hand, the persistent troubles of these gadgets have been enhanced by 

consistent updates, and the accuracy rate is now over ninety percent. 

6. Future Directions and Challenges 

● Trends Shaping the Future of Accessibility in AI 

The development of assistive technologies like predictive text generators for the speech-impaired population is likely 

to increase accessibility. However, ethical challenges abound when trying to balance personalization with privacy, 

particularly around the handling of sensitive data [12]. Once such norms have been established, there will be, however, 

additional hurdles such as financial and technical constraints due to cost-ineffective development and limited 

infrastructure, which could deter worldwide implementation of the available AI technologies. 

● Anticipated Challenges 

Sensitive chatbots that sense emotions can be helpful to improve mental well-being as they are listening to the user 

rather than only the content. Combining text, voice, and visual elements into the processes, multimodal AI enables 

more efficient interaction with users and allows the need for creativity when getting the required content [5].  
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7. Conclusion  

AI community continues to be held on enabling accessibility features through chatbots or generative AI. However, 

many consumers who require speech and multilingual guides, along with advancements in technical design that 

embrace the consumers' needs and delight in designing for a variety of populations, might enjoy more inclusive design 

concepts as well. This is not a one-person show and great availability can only be achieved if all stakeholders, including 

policymakers, developers, and customers, work collaboratively as a team. The requirement previously stated seemed 

to need improvement and was at the same time a high-impact factor in meeting the potential eye-rolling concern of AI 

inclusivity, which continues to evolve. 
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