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Abstract— One of the researcher's interests and challenges 

is animal identification techniques. There are several challenges 

that researchers in this field confront that limit detection 

effectiveness and efficiency, such as picture illumination variation, 

animal occlusion, colour similarity of animal colours with 

backdrop environment, and so on. The purpose of this study is to 

detect and classify multi-label images of mammals, which we 

propose to do using the Single Shot Multi-Box Detector (SSD) and 

the MobileNet v1 coco_2017 model. Another objective is to locate 

and identify several items (animals) from the Mammal category in 

digital photos. Based on deep learning technology, the 

recommended SSD is regarded as a more accurate, rapid, and 

efficient technique to recognise objects of various sizes. We utilised 

2000 pictures in the network taken from standard datasets (such 

as Caltech 101) and the net in this proposal. The SSD framework 

enhances Convolution Neural Network (CNN) detection and 

identification operations. During the prediction phase, the network 

assigns scores to the existence of each object class and draws a box 

around each object in the picture. Each box includes a name that 

defines the kind of object, and the score denotes the likelihood of 

the object's association to that category. During the procedure, 

boxes are changed to get the best fit to the form of the item. The 

experimental findings of this work demonstrated the efficacy of 

identifying and detecting animals even when light, position, and 

occlusion were varied. The detection and classification accuracy 

can reach 98.7%. Unlike other comparable efforts, this 

recommendation is more dependable and accurate, and it 

identifies a wide variety of Mammals species. 

 

Keywords— MobileNet , Convolution Neural Network (CNN), 

Single Shot Multi-Box Detector (SSD) 

I. INTRODUCTION 

Visual monitoring in animal settings is now one of the most 

prominent study topics in the field of Computer Vision (CV), 

yet methods for identifying and interpreting dynamic objects 

remain unavailable [1], [2]. Animal detection technologies can 

assist solve a variety of problems, such as preventing dangerous 

animal entry in a residential environment [3]. It is also a big 

part of a robot's job to recognise and categorise items in crucial 

scenarios such as natural catastrophes or other calamities that 

need diverse objects such as human, animal, and other [4]. 

Another example is self-driving automobiles, where 

successfully identifying people, animals, street signs, or other 

vehicles is a critical component for maximising system safety. 

It also adds significant utility in biomedical laboratories by 

monitoring laboratory animals with a powerful following 

approach capable of extracting a rodent from a frame in an 

uncontrolled setting [5]. Furthermore, it improves laboratory 

worker efficiency and production by minimising the time spent 

directly watching animals and gaining a better knowledge of 

animal behaviour. Deep (CNN) or ConvNet has achieved 

significant success in the field of computer vision, such as 

target recognition, target tracking, picture classification, and 

semantic image segmentation [6]. It is a multi-layered neural 

network with a unique design for detecting complicated data 

properties. item detection is the prediction of the position and 

category of an item in static pictures, which is one of the most 

difficult computer vision issues [7], [8]. It frequently use 

extracted attributes and learning algorithms to recognise things 

in a static image that correspond to a certain category of objects 

[9]. There are several forms of CNNs; MobileNet is one of the 

most important applications for this sort of CNN network [10]. 

When compared to a regular CNN with the same depth, the 

design of "Depthwise Separable Convolutions" considerably 

reduces the number of parameters. It is a multi-layered neural 

network with a one-of-a-kind architecture that detects complex 

data attributes. One of the most difficult computer vision 

problems is item detection, which is the prediction of an 

object's position and category in static images [7], [8]. It often 

use extracted properties and learning algorithms to identify 

items in a static image that belong to a specific category of 

objects [9]. There are several types of CNNs; one of the most 

important applications for this type of CNN network is 

MobileNet [10]. When compared to a standard CNN of the 
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same depth, the design of "Depthwise Separable Convolutions" 

reduces the number of parameters significantly. 

During prediction, the network assigns scores to the existence 

of each object type in each default box. It also modifies these 

boxes in order to acquire the best fit of the object's form. The 

present network then aggregates predictions from multi-feature 

maps of varying sizes for dealing with objects of varying 

volumes. 

1.1. Research Problem 

Animal detection and recognition is still a difficult problem, 

and there is no one approach that gives a powerful and efficient 

answer to all scenarios. Auditory cues to create a robust system 

capable of identifying various animal species. To summarise 

some of these problems, consider the following: 

1. The wide variety in the look and size of animals within a 

given group. 

2. Lighting / Illumination Conditions: The image colour is 

particularly responsive to fluctuations in light intensity and light 

direction. 

3. Detect and categorise creatures in arbitrary poses in 

crowded and obstructed environments, as well as in rotational 

states. 

 

1.2. Paper Contributions 

 

This section presents the following contributions of this 

paper: 

1. Detecting single and multi-animals from the Mammals 

category, as well as no animal category if no mammal animal is 

present in the image. 

2. Detecting all types of animals in the category. 

3. Detecting and categorising animals in images that are 

fuzzy or dark due to variations in picture light/illumination. 

 

2. Related Work 

This section summarises the existing relevant efforts on 

animal categorization and tracking. Norouzzadeh et al. (2018) 

trained Deep Convolutional Neural Networks (DCNNs) on 3.2 

million photos (Dataset Snapshot Serengeti) to recognise, count, 

and characterise the behaviours of 48 species. This neural 

network correctly identified animals with 93.8% accuracy. 

Their findings showed that Deep Learning (DL) permits the 

affordable, wide-scale, unobtrusive, and real-time collection of 

wealth information pertaining to vast numbers of wild animals. 

They collected millions of labelled data from the Snapshot 

Serengeti (SS) dataset, the latest development in (DNN) 

engineering, and modern supercomputing to test how well DL 

can automatic information elicitation from camera trap images 

[13]. 

 

3. SSD MobileNet Pre-Trained Model 

One of the pre-trained models is the MobileNet SSD model, 

which combines the SSD with the MobileNet model [18]. SSD 

is a prominent object detecting method, and Mobilenet is a 

network. To generate high-level features, a convolutional neural 

network was employed as a features extractor [19]. It is trained 

on public datasets such as the Common Objects in Context 

(COCO) dataset to detect objects as well as multi-object 

classification. The SSD MobileNet model's architecture is 

lightweight. design that is more suited for mobile and 

embedded vision applications when there is little space a 

shortage of computer power. Google proposed this architecture. 

It employs depthwise separable convolutions, which means it 

executes a separate convolution on each colour (input) channel 

rather than combining and flattening all three. The depthwise 

convolution's outputs are then combined using an 11 

convolution by the pointwise convolution. Because of a 

shortage of computer capacity, this factorization has the effect 

of dramatically lowering computation and model size. 

 

This sort of convolution separates the output into two layers: a 

filtration layer and a combination layer. The combination of 

these two layers reduces the size of the model, lowering the 

computing power required. A pre-trained model transfers learnt 

features or weights to start the tuning process, allowing the 

object detector to be trained with a short amount of training. It 

is a highly widespread and powerful methodology for deep 

learning of tiny picture datasets that uses a pre-trained network  

 

 

4. SSD MobileNet Architecture 

 

  SSD's CNN is completely convolutional, with MobileNet 

serving as the backbone network [22]. Following that, the size 

of numerous more CONV layers steadily decreases [23]. The 

SSD employs extra shoaly layers with improved precision to 

identify tiny things. SSD recognises several metrics for objects 

of varying sizes by working on multiple convolution feature 

maps, each of which contains the necessary bounding boxes 

that predict hundreds of categories and box offsets [24], [25]. In 

SSD, a score is calculated for the priority of each item category 

within each bounding box, followed by changing the bounding 

box to best reflect the form of the object before detection. SSD 

achieves its purpose by using a multi-tasking loss function that 

depicts the difference between expected and real values. It is 

designed to obtain the bare minimum of that function in order 

to optimise the model and improve the accuracy of forecasts. 

SSD is a CNN that uses feed-forward learning. It links each cell 

in the prediction feature maps with a set of default bounding 

boxes (also known as anchors) [24]. The method predicts 

offsets in the cell relative to a default box, as well as a 

confidence score expressing the existence of a target item class 

within the default box . To distinguish the bounding box 

detectors, each detector attempts to anticipate only one item, 

and different detectors will locate different things. SSD 

allocates the detector of each bounding box to a specific place 

http://www.ijsrem.com/
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in the picture. Detectors learn to specify items at certain places 

in this way. Figure 1 depicts a MobileNet SSD model. 

 
 

 
 

 

 

 

 

 5. Research Methodology 

The multi-label image classification approach is presented 

for recognising and categorising numerous objects (animals) in 

static photos from the Mammal category. The SSD MobileNet 

v1 model is employed in this study, and Figure 2 depicts the 

suggested model's block diagram. 

 

 

 
 

 

The most frequent input picture data parameters are the 

number of images, the number of channels, the image height, 

and the image width. Before using pictures in deep learning, 

many phases of image pre-processing need be completed: 

a. Image scaling with a standard aspect ratio 

b. Normalise the input picture to the range (0, 1) and lower 

the image dimension to fit the SSD network's specified range 

value and size. 

c. Image Enhancements Techniques are employed in this 

study to address some of the issues associated with the 

identification and classification of animals in static photos, such 

as when the animal seems truncated or partially obscured, when 

the creatures change form, and the problem of 

Lighting/Illumination Conditions. 

 

 

5.2 Proposed Method of Multi-Label Image Classification 

5.2. Proposed Multi-Label Image Classification Method 

The suggested Multi-Label Image Classification approach is 

utilised for the following: 

1. Classification + Localization: Classifying an image as a 

mammal or no animal category, as well as localising the target 

object inside the picture to find the primary item in an image. 

2. Object Detection: Detecting and drawing bounding boxes 

around all mammal kinds. Figure 3 depicts the method's 

localization, classification, and detection of two samples of our 

results. 

 

The SSD MobileNet v1 model is utilised in this study to 

recognise and categorise several (objects) animals of the 

mammal class, even in tough scenarios such as detecting part of 

the animal under lighting/ illumination settings. For recognising 

and categorising numerous items in tough scenarios, 

MobileNets and Single Shot Multibox Detection (SSD) are 

integrated and pre-trained using the COCO_2017 dataset. It is 

an efficient CNN architecture for mobile and embedded vision 

applications. The SSD MobileNet v1 model is utilised in this 

study to recognise and categorise several (objects) animals of 

the mammal class, even in tough scenarios such as detecting 

part of the animal under lighting/ illumination settings. For 

recognising and categorising numerous items in tough scenarios, 

MobileNets and Single Shot Multibox Detection (SSD) are 

integrated and pre-trained using the COCO_2017 dataset. It is 

an efficient CNN architecture for mobile and embedded vision 

applications. To match the criteria of the SSD mobile net model, 

this model pre-processes the photos by resizing the input image 

sizes into 300300 pixels. This increased picture size is 

employed in the detecting procedure. 

Localising and categorising several objects in still 

photos is what detection does. 

The proposed model's outputs are four matrices that map to 

the indices 0 - 3 (Locations, Classes, Scores, and Number of 

detections), as shown in table 1. During network training, 20 

epochs were chosen. 

 

5.3. Algorithm of SSD Detection 

 

The SSD algorithm stages employed in this study are as 

follows: 

RGB picture as input. 

http://www.ijsrem.com/
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Output: Represent four matrices (Locations, Classes, Scores, 

and Number of detections) that are mapped to the indices 0 - 3. 

1. Use CONV Layers to extract features at various sizes 

using various filters to generate Feature Maps. 

2. Output numerous feature maps of varying sizes to the 

supplied SSD. 

3. Create MultiClass Classification and Bounding Box 

Regression from each spatial point in Feature Maps. 

4. Continue the detection stages by adding CONV layers to 

produce smaller feature maps. 

5. Use IoU metrics and hard negative mining to filter the 

bounding boxes. 

6. Calculate the loss by combining classification (softmax) with 

detection (smooth L1). 

 

5.4. Proposed Model Architecture 

The Single Shot MultiBox Detector MobileNet model's 

architecture is built on (Depthwise Separable Convolutions), 

which is separated into two CONV layers, one for filtering and 

the other for merging. To begin feature extraction, the 

MobileNet model implements a single default filter for each 

neural input channel. A (1 1) Pointwise Convolution follows the 

Depthwise Convolution to integrate the Depthwise Convolution 

result. The batch norm follows all of these separable layers, and 

ReLU nonlinearity expects the final (FC) layer that feeds into a 

softmax layer to be nonlinear.  

Unlike classic CNN, Mobilenet filters function for each 

colour channel individually and then aggregate the three outputs 

into one value. This factorization results in significant 

reductions in processing and model size. 

In this suggested model, (32, 64) filters of size (5 x 5) are 

utilised to extract features from input pictures, followed by 2 

max-pooling (pool size=2). Figure 4 depicts the suggested SSD 

model. MobileNet 

 

 

 
 

Many convolutional layers have been added to the model. 

The priority of building a bounding box in SSD is to the target 

item with a high score. The bounding box is then adjusted based 

on the position, size, and aspect ratios to obtain the best fit to 

the forms of the object (to the ground truth boxes). 

 

During training, each feature map is utilised to forecast 

bounding boxes, and the variation in the size of the feature map 

allows for object recognition with varying accuracy. IoU 

metrics and Hard Negative Mining are used to filter boxes. IoU 

is an excellent statistic for measuring the overlap between the 

predicted box and the ground truth, as demonstrated in figure 5. 

The ideal value between them has a 100% IoU, yet a result 

greater than 50% is typically regarded a correct forecast. Finally, 

the projected box will be found having the greatest overlap with 

the ground truth. 

 
 

6. Experiment Results 

  

This model's input images are RGB, and the dataset contains 

2000 distinct images. Each category (mammals and no animal) 

received 1000 photos. The follow 6.1. Detection and  

 

6.1. Classification Single Animal from Different Type of  

Animals: 

  

In this exam, 1000 photographs of animals were chosen, 

including different sorts of mammals such as a dog, cat, deer, 

bear, rabbit, and so on. This suggested model effectively 

recognised and categorised all sorts of mammal groups in 

photos and bordered them with a box, as illustrated in figure 6: 
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6.2. Detection and Classification Single Object of no animal 

Category: 

  

In this test, 1000 photos from the no animal category were 

utilised, which included various sorts of things from the no 

animal category. As demonstrated in figure 7, our model 

correctly recognised and categorised items of this category in 

photos and bordered them with a box. 

 
 

 

6.3.Detection and Classification Multi animals of Mammals 

Category 

 

In this test, the model correctly recognised and 

categorised many similar and dissimilar mammals in one image 

and bounded them with a box, as seen in figure 8.

  
 

 

6.4. Detection and Classification Parts of Animals in Image 

 

 In this test, the model has been detected and classified 

parts of animals displayed in the image successfully, figure 10 

shows samples of the detected cut parts of animals. 

 
 

 

6.5. Detection and Classification the Animals from Dark 

Images 

 

 
 

 

 

7. Comparison Between the Proposed Work Against the 

Others 

 

 Most studies only identify certain sorts of animals 

within a given group, rather than all types of creatures within 

that category. These investigations also do not detect a section 

of a (object) animal in a picture, nor do they detect objects in 

dark photos or under different lighting settings. The majority of 

them did not acquire photographs; instead, they used the 

available ImageNet collection. depicts a comparison of the 

proposed work to the other works. 
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Creating a detector that evaluates video images from camera 

traps in real time. These photos depict "rhinoceros, humans, and 

a group of six common large animals in the African 

savannah."CNN " SSD MobileNet V2" is being used. The 

precision is 90%. 

 

Animal detection, localization, and classification in images. 

Also, tackle the challenges of detecting animals in the event of 

a portion of an animal in an image, as well as diverse lighting 

environments in an image. The suggested technique employed 

"CNNs training in conjunction with pre-trained Single Shot 

Detector (SSD) MobileNet v1 architecture."  The precision is 

97.8%. 

 

8. Conclusions: 

 The SSD and Mobilenet-v1 are demonstrated in this 

paper as an accurate and quick approach for detecting, 

classifying, and localising animals in static photos. Most other 

studies only detect particular forms of a single category but do 

not detect As we did in the present proposal, we included all 

species of animals in the Mammals group. Several tests have 

been performed on the SSD MobileNet v1 model, and the 

model has performed well. The object (animal) is detected and 

classified as a result. The results were really effective, and The 

detection accuracy utilising 20 epochs increased to 98.7%, 

which is encouraging when compared to previous efforts. 

 

 

In static photos, our model correctly spotted and categorised 

single and numerous items. Furthermore, this model correctly 

spotted and categorised the animal in a variety of lighting 

conditions, including dark and fuzzy photos. When there is a 

portion of an animal in the image, it can detect and categorise it. 

In addition to labelling each object in the image, it was 

recognised and delimited by boxes. 
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