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Abstract— Anomaly detection is a critical task in various fields 

such as surveillance, healthcare, and industrial monitoring, aiming 

to identify patterns that deviate significantly from normal 

behavior.Video anomaly detection is inherently difficult due to 

visual complexity and variability. This work proposes a unique 

anomaly detection technique leveraging Convolutional Neural 

Networks (CNN) with Inflated 3D Convolutional Networks (I3D) for 

feature extraction. This involves training the CNN on a large dataset 

to learn normal behavior, enabling it to identify anomalies by 

recognizing deviations from learned patterns. Furthermore, our 

approach exhibits promising results in detecting various types of 

anomalies, including sudden changes, abnormal trajectories, and 

rare events. Upon detection of such activity, mail(notification) can 

be raised concerned people who can take immediate action.This 

research contributes a significant advancement in the field of 

anomaly detection, and holds potential for applications in 

surveillance, security, and industrial monitoring systems. 

Keywords—Anomaly detection,I3D(Inflated3D) feature 

extraction,Convolutional neural network, Spatio-Temporal 

Features,Normal and abnormal event detection. 

 

1. INTRODUCTION 

Anomaly detection, a pivotal task in various domains including 

surveillance, healthcare, and finance, employs advanced techniques 

to identify deviations from normal patterns or behaviors. 

Leveraging Convolutional Neural Networks (CNNs) and Inflated 

3D Convolutional Networks (I3D) for feature extraction has 

emerged as a potent approach due to their efficacy in capturing 

spatial and temporal information from data. CNNs, originally 

developed for image processing tasks, excel at learning hierarchical 

representations of video data. Leveraging convolutional layers, 

pooling, and non-linear activations, CNNs can extract key features 

from images, removing noise and creating clearer representations, 

extract discriminative features from images, enabling them to 

discern intricate patterns and structures.I3D, an extension of CNNs 

designed for video analysis, incorporates 3D convolutions to 

capture temporal dynamics in addition to spatial information. This 

architecture enhances the model's capacity to comprehend motion 

and action sequences, making it particularly suitable for anomaly 

detection in video data where temporal context is crucial. The 

integration of CNNs and I3D for feature extraction in anomaly 

detection involves employing pre-trained models to extract high-

level representations from input data. These representations encode 

meaningful information about normal patterns and behaviors, 

facilitating the detection of anomalies based on deviations from 

established norms. In anomaly detection using CNN and I3D 

feature extraction, this method typically involves the following 

steps: Data Preprocessing: Prepare the input data, which could be 

images or video sequences, by resizing, normalizing, and 

augmenting as necessary to enhance model robustness and 

generalization. Feature Extraction: Utilize pre-trained CNN and I3D 

models to extract features from the input data. The CNN extracts 

spatial features from individual frames, while the I3D captures both 

spatial and temporal features from video sequences. Feature Fusion: 

Integrate the extracted features from both CNN and I3D models to 

create a comprehensive representation of the input data, combining 

spatial and temporal information effectively. Anomaly Detection: 

Employ appropriate anomaly detection algorithms, such as 

clustering, classification, or reconstruction-based techniques, on the 

fused feature representations to identify deviations from normal 

patterns. Evaluation and Refinement: Assess the performance of the 

anomaly detection system using metrics like precision, recall, and F1-

score. Refine the model and parameters iteratively to improve 

detection accuracy and reduce false positives.By leveraging the 

complementary strengths of CNNs and I3D for feature extraction, 

anomaly detection systems can achieve enhanced accuracy and 

robustness in identifying abnormalities in various types of data, 

thereby contributing to improved decision-making and risk 

mitigation in diverse applications. 

2. LITERATURE REVIEW: 

The compilation of academic papers encompasses a wide spectrum 

of topics related to surveillance, anomaly detection, and crime 

prediction through various machine learning methodologies. 

Ranging from innovative applications of image processing in 

"Traffic surveillance and anomaly detection" to the integration of 

artificial bee colony algorithms with neural networks for "Hybrid 

artificial neural network with artificial bee colony algorithm for 

crime classification," these papers offer diverse insights into 

cutting-edge techniques. Real-time crime intelligence is addressed 

through "Enabling Real Time Crime Intelligence Using Mobile GIS 

and Prediction Methods," while "Unsupervised Spatio-Temporal 

Embeddings for User and Location Modelling" explores spatial and 

temporal modeling. Technological advancements like convolutional 

neural networks are leveraged in "Crime scene prediction by 

detecting threatening objects," and the role of ensemble approaches 

is discussed in "Survey paper on crime prediction using ensemble 

approach." Overall, the collection reflects the interdisciplinary 

nature of crime prediction research, showcasing advancements in 

machine learning, data mining, and spatial-temporal modeling for 

comprehensive analysis and forecasting. 
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Leveraging innovative techniques in anomaly detection and crime 

prediction several noteworthy contributions have been made. The 

paper titled "Anomaly detection in crowds using multi-sensory 

information" explores the utilization of multi- sensory data for 

detecting anomalies in crowded environments. Another significant 

work, "GeST: A grid embedding based spatio-temporal correlation 

model for crime prediction," introduces a novel grid embedding 

approach for spatio-temporal correlation modeling in crime 

prediction scenarios. Additionally, "Hyperspectral Anomaly 

Detection via Background and Potential Anomaly Dictionaries 

Construction" addresses hyperspectral anomaly detection through 

the construction of background and potential anomaly dictionaries. 

These studies collectively showcase the diverse methodologies and 

technologies applied in advancing anomaly detection and crime 

prediction research, underscoring the interdisciplinary nature of this 

field. 

The paper titled "Anomaly Detection of Railway Catenary Based on 

Deep Convolutional Generative Adversarial Networks" presents a 

significant contribution to anomaly detection in the railway domain. 

Focusing on the catenary system, the study employs Deep 

Convolutional Generative Adversarial Networks (DCGANs) as a 

robust methodology. By leveraging the power of generative 

adversarial networks in learning intricate patterns and 

representations, the proposed model demonstrates effectiveness in 

identifying anomalies within the railway catenary system. The 

utilization of deep convolutional architectures enhances the 

network's ability to discern subtle variations and abnormalities, 

thereby providing a promising approach for ensuring the reliability 

and safety of railway infrastructures. This research exemplifies the 

application of cutting-edge deep learning techniques for anomaly 

detection in critical transportation systems, contributing to 

advancements in railway infrastructure monitoring and 

maintenance. 

3. PROBLEM STATEMENT: 

Anomalous events take place rarely as compared to normal 

activities.Despite widespread deployment of surveillance cameras in 

cities, effectively monitoring for infrequent yet critical crime 

activities like chain snatching, attempted murder, or other rare 

events remains a daunting task. Human analysts simply cannot keep 

up with the sheer volume of footage, nor can they consistently 

maintain the focus and attention required to detect these subtle or 

fleeting actions. 

If it is normal situation there’s nothing problem if it is abnormal 

then the problem is raised. 

Data quality issues and small training samples makes anomaly 

detection algorithm complicated. 

4. EXISTING SYSTEM: 

In the first phase, the object was detected using background 

subtraction and from frame sequences the object is extracted. The 

second phase was detection of suspicious activity. Advantage of the 

system was the algorithm works on real time video processing and its 

computational complexity was low. Storage limitations hampered 

the system's effectiveness. Implementing advanced video capture 

technology in surveillance areas could alleviate this issue. Here the 

feature extractor used is C3D resulted low accuracy in the detection 

which is shown in fig: 1. 

5. EXISTING SYSTEM ARCHITECTURE: 

 

 

Source: UCF Crime Data 

 

Fig 1:Existing System Architecture 

 

The above figure 1 explains about a system for anomaly detection in 

videos using a combination of a pre-trained 3D Convolutional 

Neural Network (C3D) for feature extraction and a Multi- Instance 

Learning (MIL) approach for classification. The system outputs 

anomaly scores for each video, indicating the overall likelihood of 

anomalous activity being present. 

 

6. PROPOSED SYSTEM: 

The proposed system utilizes Convolutional Neural Networks 

(CNNs) and the Inflated 3D Convolution (I3D) feature 

extraction technique for anomaly detection.To simplify, CNNs 

are a type of deep learning model commonly used for image 

processing tasks. They work by passing small filters over input 

images to detect patterns and features.I3D, on the other hand, 

extends CNNs to video data by incorporating 3D convolutions, 

which analyze both spatial and temporal information within 

video frames.In this system, these techniques are combined to 

extract features from video data effectively. Anomalies, or 

deviations from normal patterns, are then detected by comparing 

these extracted features to a model of normal behavior. If the 

features of a video segment deviate significantly from this 

model, it is flagged as an anomaly.By using this system the 

security is high. 

7. PROPOSED ARCHITECTURE: 

 

 

Fig 2a :Proposed system architecture on I3D 

Above figure 2a uses two main parts to find unusual activity 

Feature extraction: This part takes a video and chops it up into 

small clips. Then, it uses a special kind of AI model called a 3D 

Convolutional Neural Network (3D ConvNet) to analyze each 

clip and identify important patterns and movements within it. 

Putting the pieces together: Once the 3D ConvNet has 
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analyzed all the clips, it groups them together based on the The 

video they came from. The system then tries to figure out if each 

video contains anything unusual by looking at the patterns it 

found in the clips. If a video has a clip with patterns that are very 

different from all the other clips in the same video, then the 

system flags that video as potentially containing something 

abnormal. 

 

Fig 2b :Proposed system flow chart on CNN 

The above fig 2b which shows a flow of video processing for 

anomaly detection 

Start: The process starts with uploading a video with a label 

(normal or anomaly). 

Video Preprocessing: The video is preprocessed to remove 

noise and prepare it for further analysis. 

Feature Extraction using CNN: A type of artificial intelligence 

called a Convolutional Neural Network (CNN) analyzes the 

video to extract important features and patterns, like the 

movement of objects. This is like finding the building blocks of 

what's happening in the video. 

Train CNN: If the video has a label (normal or anomaly), it's 

used to train the CNN to better identify these types of videos in 

the future. 

Input Test Image: A new video (without a label) is fed into the 

system. 

Classify Test Videos: The CNN uses the extracted features from 

the test video to classify it as either normal or anomalous. Display 

Classification: The system displays the classification result 

(normal or anomaly) for the test video. 

Stop: The process ends. 

8. ACTIVITY RECOGNITION USING CNN AND I3D 

FEATURE EXTRACTION 

By combining CNNs and I3D for feature extraction, the system can 

effectively capture both spatial and temporal information from 

video data. This allows for more accurate recognition of activities, 

including the detection of anomalies or unusual behavior. Our 

research strives to create a model capable of automatically 

recognizing and categorizing actions in videos with a high degree of 

precision and dependability. 

CNNs and I3D feature extraction are like specialized tools that help 

the system understand what "normal" activity looks like. CNNs are 

adept at recognizing patterns in images or video frames, while I3D 

feature extraction enhances this capability by 

capturing both spatial and temporal information, crucial for 

understanding motion and activity changes over time. 

 

 

Fig 3 : Overall framework of model 

 

Above fig 3 expiain about depicts the a system for anomaly 

detection in videos, like security cameras.   Frstly,Inputting the 

Videos are fed into the system. Then, Data Filtering of Videos are 

filtered to remove noise and irrelevant information.After that I3D 

Feature Extraction, A powerful AI model called I3D analyzes each 

video clip to identify important patterns and movements, like 

objects and their motion. Imagine it as finding the building blocks 

of the video and then Key Features & Bags are the important 

patterns are grouped together based on whether they're from a 

normal video (negative bag) or a potentially abnormal video 

(positive bag).Then next,Binary SVM Classifier, is a special tool 

called a classifier then analyzes each group of features (bag) to 

decide if it's likely normal or abnormal.Finally,Anomaly Prediction 

which helps the system determines the likelihood of each video 

containing unusual activity based on the analysis of its feature 

groups.Overall, the system works like a detective, carefully 

examining videos, identifying important clues, and flagging 

suspicious ones for further investigation. 

 

9. IMPLENTATION 

Problem Definition: 

Define the scope and objectives of the anomaly detection task. 

Specify the types of anomalies you aim to detect and the dataset 

you will be working with. 

Data Collection and Preprocessing: 

Gather a dataset containing both normal and anomalous samples. 

Preprocess the data to ensure uniformity and compatibility with the 

neural network models. Images may be resized, pixel values 

normalized, and the dataset potentially augmented for 

preprocessing. 

Feature Extraction with I3D: 

Implement the Inflated 3D ConvNet (I3D) model for feature 

extraction from video data. I3D is a deep learning model pre- 

trained on large-scale video datasets such as Kinetics.Extract 
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features from both normal and anomalous video sequences using the 

pre-trained I3D model. 

CNN Architecture Design:Design a CNN architecture for anomaly 

detection. The CNN will take extracted features from the I3D model as 

input.Consider the number of convolutional layers, pooling layers, 

and fully connected layers based on the complexity of the dataset. 

Model Training:Split the dataset into training, validation, and 

possibly test sets.Train the anomaly detection model using the 

training set. Monitor its performance on the validation set to avoid 

overfitting.Train the CNN model using the extracted features as 

input and the ground truth labels for supervision.Utilize techniques 

like cross-validation and regularization to prevent overfitting. 

Evaluation:Evaluate the trained model on the test set to assess its 

performance in detecting anomalies.Utilize confusion matrices or 

ROC curves to assess the model's ability to differentiate between 

normal and anomalous samples. 

Fine-tuning and Optimization:Fine-tune the model and 

hyperparameters to improve performance.Experiment with different 

optimization algorithms, learning rates, and batch sizes to enhance 

the model's robustness and generalization ability. 

Deployment and Monitoring: 

Deploy the trained model for real-time or batch anomaly detection 

in a production environment.Implement monitoring mechanisms to 

track the model's performance and retrain it periodically with new 

data if necessary. 

Embed the trained model into your chosen application/system for 

real-time or batch anomaly detection.Continuously monitor the 

model's performance and retrain it if necessary to adapt to new data 

and maintain accuracy. 

10. RESULT AND DISCUSSION 

Sample code for normal,abnormal and emergency conditions: 

 

 
 

Fig 4A Fig 4B 

 

 

Fig 4C 

 

 
. Fig 4A : Normal Detection 

 

Fig 4B :Abnormal Detection 

 

 

 

 

Fig 4C:Emergency help 
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SAMPLE TERMINAL OUTPUT: 

 

 

 

 

 

 

 

 

 

Fig 4: Terminal code 

CONCLUSION 

This study explored the synergy between Convolutional Neural 

Networks (CNNs) and I3D feature extraction for video anomaly 

detection. The proposed approach exhibited significant accuracy 

gains compared to conventional methods, particularly in 

challenging scenarios characterized by complexity and crowd 

density. These findings highlight the potential of this technique for 

real-world applications.However, several key challenges warrant 

further investigation. The model's performance hinges on access to 

voluminous and diverse video datasets, posing potential resource 

constraints. Additionally, achieving interpretability in these deep 

learning models remains an ongoing challenge, limiting our 

understanding of the specific patterns driving anomaly detection. 

Finally, fine-tuning the model for specific domains and applications 

might be necessary to maximize its effectiveness.Addressing these 

data, interpretability, and domain adaptation challenges through 

continued research holds immense promise. By overcoming these 

hurdles, we can unlock the full potential of CNN-I3D based 

anomaly detection and pave the way for its wider adoption across 

diverse real-world domains. This research could revolutionize 

anomaly detection, leading to safer systems, enhancing security, 

efficiency, more accurate predictions and overall safety in various 

applications. 
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