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Abstract - Early and accurate diagnosis of malaria is 

important for effective treatment and reduction of mortality 

rates. Traditional microscopy and manual cell counting 

methods are labor-intensive and prone to errors. This project 

introduces an innovative solution in the form of an automated 

cell counting system. The system is designed to efficiently 

identify and count red blood cells (RBCs), distinguishing 

between uninfected and malaria-infected cells with high 

precision. The proposed system will overcome the limitations 

of conventional methods by automating the counting process, 

with reduced processing time and minimized human error. The 

approach promises to deliver faster and more accurate 

diagnostic reports, which would facilitate early detection and 

treatment of malaria. The efficiency of the model will be judged 

based on the precision in the identification and enumeration of 

cells as well as its capability to provide diagnostic reports with 

a speed far more superior than that of the manual procedures. 

Finally, this automatic system will lead to an efficient 

diagnosis, improved patient care, and a further contribution to 

the fight against malaria. 
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1. INTRODUCTION  
This life-threatening disease spreads like a quagmire unknown 

by the patients harboring it. A parasitic species of the genus 

Plasmodium that infects humans via infected female Anopheles 

mosquitoes causes malaria. Despite considerable progress in 

medical science, malaria poses an endemic risk in various 

tropical and sub-tropical countries. Estimates suggest 300-500 

million cases with over two million deaths in a year, mainly in 

Africa. The disease is a major public health problem, 

predominantly amongst resource-strapped settings, as it causes 

high morbidity and mortality disproportionately affecting the 

vulnerable sections of the community, such as children and 

pregnant women (Prasad, L. M. S., et al., 2023) [1]. 

The early and accurate diagnosis of malaria is crucial for 

effective treatment modalities in preventing deaths. 

Traditionally, malaria detection has involved thick smear 

microscopy in which trained technicians identify and count 

Plasmodium-infected RBCs in blood samples. While this is 

considered the gold standard, there are huge downsides: firstly, 

it relies heavily on the well-trained technician, and there is a 

great deal of variability in results, depending on the human error 

during smear preparation, staining, and interpretation. Delays in 

diagnosis might worsen outcomes for severely ill patients 

(Mohamed, J. A., et al., 2019) [2]. 

In addressing these disadvantages, new automated systems, 

therefore, have to be developed, providing accurate and time-

saving identification of malaria-infected cells. The combination 

of machine learning and image processing technology has 

emerged as one of the promising alternatives. In the said 

approaches, advanced algorithms are utilized for the analysis of 

digital blood smear images, allowing the precise classification 

and detection of infected and healthy red blood cells, 

significantly reducing time and resources dependent on manual 

intervention (Bhatia, P., Sinha, R., & Arora, N., 2022) [3]. 

Which deals with a proposed machine-learning automated 

system for malaria detection. The system does utilize image 

processing techniques along with sophisticated classification 

algorithms to differentiate between malaria-infected cells with 

high precision. The research aims to champion malaria 

diagnosis through the mitigation of long diagnostic time and 

error rates-the proposed system is all set to change the diagnosis 

system of malaria diagnosis to be functional mainly in resource-

limited healthcare setups. It strives to be a scalable cost-

effective alternative to existing diagnostic techniques to give 

back to life healthcare and perhaps man the charge toward the 

eradication of malaria. 

The rest of this paper consists of the following sections: Review 

of related work sections gives an overview of existing work and 

techniques in the diagnosis of malaria. This comes first, 

followed by the methodology section, describing the dataset, the 

preprocessing techniques, and machine-learning models used in 

developing the proposed system. Third, results follow with a 

discussion of the findings from the experimental test. Finally, 

conclusions yield the key insights from the study and 

recommendations of ideas for future research. 

2. Related work  
Malaria and its Adaptability With the introduction of 

microscopy, the traditional gold standard for diagnosing malaria 

involved microscopic examination of stained blood smears. An 

identified technician would observe, count, and record malaria-

infected red blood cells. Though considered the most precise, 

one drawback is that improper techniques can lead to human 

error, which can unduly depend on the technician's expertise. 

Such aspects can lead to deviations in results and can thereby 

delay the initiation of treatment that is critical in cases of severe 

malaria. Various automated methods, such as image processing 

and machine learning, have been utilized so far towards 

rectifying the challenges outlined above by providing the 

environment to offer more accurate 

identifications of malaria parasites from microscopy images in 

a shorter time frame. Over the years, those techniques have 

developed from early mechanisms of image processing to 

expressively complex through a deep learning base, making the 

ability of diagnostic tools improve.  

Conventional Image Processing Approaches 
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The conventional image processing approaches for malaria 

detection majorly utilize thresholding, edge detection, and 

morphological functions to segment and detect infected blood 

smears. Otsu's thresholding is one of the earliest methods 

developed for the automatic calculation of a global threshold 

that separates the cellular matter (foreground) from the 

background in grayscale images. This removes most of the noise 

but is susceptible to various forms of light in the real world 

(Wang, X. et al. 2020) [4]. 

Edge detection has further been deployed to highlight 

boundaries of cells, using methods like Sobel and Canny edge 

detectors. Subsequent operations using morphological functions 

like dilation and erosion smoothen the form of the detected cells. 

However, these are only the step-stones to solving the problem 

and by themselves cannot perform with sufficient efficiency due 

to many complexities often involved in actual blood smear 

pictures, like different styles and intensity of staining, cell 

overlap, and object coalescence (Tiwari, B. C. J. et al. 2021) [5].  

Machine Learning-Based Methods 

 

With the advent of computational techniques, many machine-

learning methods began to be included in the automated 

diagnosis of malaria. Cell classification was performed by the 

use of SVM, k-NN, and Decision Tree algorithms, relying on 

shape, texture, and color information. Although these methods 

performed better than classical image classification techniques, 

they were limited in that the quality of the methodology greatly 

depended on feature extraction. Its manual feature extraction 

demands expertise that makes the process extremely lengthy 

and, hence, limits the scalability of these automated systems 

(Alzahrani, A., et al., 2021) [6]; (Kadir, R. A., et al., 2020) [7].  

Introduction of Deep Learning Techniques 

 

The new era of deep learning, based mainly on CNNs, has 

opened excellent windows on many complicated tasks lying on 

the floor and has also started automating many of such tasks. 

Unlike in traditional machine learning where the feature had to 

be engineered, CNNs are capable of learning features by 

themselves from raw image data. Many research papers used 

pre-trained CNN models such as VGGNet, ResNet, and 

Inception for malaria detection and achieved excellent 

classification accuracies (Mohamed, J. A., et al., 2019) [8]; 

(Prasad, L. M. S.,et al.., 2023) [9]. 

MLPs are a type of feed-forward multilayer neural network in 

which each neuron receives input from the previous layer. CNN 

methods were successfully applied to substantially classify 

malaria infected RBs from noninfected classes owing to their 

intermediate features learnt from input images (Zhang, H., et al., 

2022) [10].  

Transfer Learning 

 

Transfer learning has been used in medical imaging to address 

limited training data, allowing a model pre-trained with a large 

dataset to be fine-tuned with a smaller dataset for a specific task. 

It can thus deliver faster convergence and increased accuracy of 

malaria detection (Nasir, S. Y. Z., et al., 2021) [11]. 

Domain-Specific Deep Learning Models 

 

Some of the research has focused on proposing the design of 

architectures tailored specifically for malaria classification. 

These models may incorporate specific layers for managing 

blood smear images and may use image augmentation 

techniques to dissociate the variability of images (Wang, P. J. 

G., et al., 2020) [12]. Existing Approaches 

 

Although deep learning is enjoying incredible advancement in 

so many areas, there remain a number of problems for it to 

wrestle with, to conquer: 

Availability of Data: In most cases, the success of a deep 

learning model relies on large, well-labeled datasets. When it 

comes to tagging by professionals in the instance of malaria, 

creating this sort of datasets tend to be difficult (Al-Mohammad, 

T. A., et al., 2022) [13]. 

High Computational Cost: Deep learning models tend to require 

extremely high computational resources, especially large 

CNNs, for training and deployment, which is probably not 

sustainable for most malaria-endemic countries where resources 

are scarce. 

Generalization to Different Conditions: Due to variability in 

blood smear preparation, staining, and imaging, other types of 

data may require particular conditions under which to fit specific 

types of models. A model trained in one laboratory will not 

necessarily perform well on another (Prasad, L. M. S., et al., 

2023) [9]. 

A recent study has also investigated multi-modal solutions that 

combined conventional image processing techniques with deep 

learning to improve the performance and generalizability of 

automated malaria diagnosis systems. These methods are aimed 

mostly at combining the advantages of both: image processing 

methods(Webber B. et al.; 2019) for initial cell detection and 

segmentation, and deep learning methods for accurate 

classification. It allows for reducing computational complexity 

while enhancing precision. Other methods like data 

augmentation, generating synthetic data, and ensembling also 

help offset small datasets' margin of impact while enhancing 

robustness across diverse environments (Alzahrani et al., 2021) 

[6]; (Nasir et al., 2021) [11]. 

The literature further exhibits a clear trend from conventional 

image processing methods towards deep learning techniques for 

malaria diagnosis. Apart from the precision and performance 

gains offered by deep learning methods, there remain issues 

associated with: the need for vast datasets, high computational 

need, and strong generalization across various clinical 

situations. The targeted problems of this work are solving these 

by implementing an automated approach using deep learning for 

accurate and swift malaria diagnosis-and thereby improving the 

possible outcomes of healthcare for the people in the region 

impacted by the disease.  

 

3. OBJECTIVE 

 
This research is aimed at developing an integrated, intuitive 

system for automatic malaria diagnosis utilizing most recent 

image-processing and machine-learning techniques to tackle 

constraints and challenges encountered in the classical 

approaches for malaria diagnosis. The solution envisaged in the 

current work is aimed at improving diagnostic accuracy while 

shortening the time duration and introducing effective malaria 

screening among resource-limited settings. 

1. Automated Detection and Classification of Malaria-Infected 

RBCs: 

Specific objectives include designing an automated system that 

can perform with high accuracy in identifying red blood cells 

in blood smear images and classifying them as infected or 

uninfected. This objective also intends to decrease the manual 

http://www.ijsrem.com/
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examination requirement and reliance on skilled manpower, 

thus reducing errors attributed to human facilities.  

2. Image Quality Improvement for Adaptive Cell Segmentation 

Images of blood smears are subjected to image pre-processing 

to enhance the quality of the images. The techniques are noise 

reduction, contrast enhancement, and color normalization. 

Image preprocessing will further lead to exact cell 

segmentation, which is one of the preliminary steps necessary 

for the machine-learning cell-analysis model to work properly.  

 

3. Construction of the CNN-Based Classification Model 

Leverages deep learning algorithms, especially CNNs, to build 

an effective model for the detection of malaria-infected RBC 

through detection of morphological variations in infected cells 

resulting from different stages of the parasite life cycle and 

different Plasmodium species so that they can improve their 

diagnostic accuracy. 

4. Rapid and Actionable Diagnostic Reporting: 

This proposed integrated reporting can truly provide the 

healthcare providers with a comprehensive report that includes 

enumeration of the infected cell types, estimates of parasitemia 

levels, and recommendations for further diagnostic tests or 

treatment whenever appropriate to drive action and assist 

benefiting clinical decision-making through time saving. 

5. It Must Be Adapted for Malaria-Endemic Areas Across the 

Globe:  

The developed platform should be scaled and customized in a 

manner that would fit all forms of available health 

infrastructures-an end to end solution covering laboratories 

with all the facades of the facilities to clinics with no single 

adequate facility possibly in their remote rural settings. This 

aim tackles disparities in access of healthcare and guarantees 

deployment of this system for high endemicity malaria areas. 

6. Integration of Rapid Diagnosis with Conventional 

Diagnostic Methods: 

The solution is being framed as a rapid and automated 

diagnostic alongside classical tests such as microscopy, Rapid 

Diagnostic Tests (RDTs), and Polymerase Chain Reaction 

(PCR), which incidentally offers the ultimate trade-off in terms 

of speed, accuracy, and resource-use. Its primary evaluation 

shall deal with addressing the diagnostic performance in real 

settings.  

7. Evaluation of Diagnostic Performance in Real-World 

Settings 

They will comprise performance evaluations of the system 

under controlled laboratory conditions and real-world clinical 

settings, including aspects of accuracy, sensitivity, specificity, 

and processing time. By this, a suitable reflection is made to 

ascertain whether the developed system is indeed practical for 

routine malaria diagnosis. 

8. Reduced Diagnostic Turnaround Time 

Automate the cell detection and classification process so that 

the time of detection and diagnosis is reduced to minutes. 

Hence, malaria diagnosis could be performed in minutes, 

resulting in a reduction of the turn-around time from initiation 

of treatment. This is crucial since, in most malaria cases in 

high-prevalence settings, prompt interventions are required to 

reduce transmission.. 

9. Public Health Surveillance and Data Collection 

Features aggregating diagnostic results would also allow for the 

collection of information pertaining to the existence of malaria 

and the resistance trend. Therefore, the system could aid health 

authorities in assessing effective control strategies and resource 

allocation. 

The aims of this approach for the stated intended goals are to 

put a very robust diagnostic tool into the malaria domain, 

thereby fostering better outcomes for the patients. It would add 

one more perspective to the global eradication efforts against 

malaria. 

 

4. METHODOLOGY 

This experiment follows a structured plan to design and 

develop an automatic malaria diagnosis system based on 

accuracy, efficiency, and user-friendliness. The methodology is 

divided into the following phases: 

1. Requirement Analysis: 

Requirements especially derived from stakeholders will define 

the system scope, functionality, and constraints. The key high-

priority features will enable high diagnostic accuracy and 

usability in line with healthcare needs and industry standards. 

2. System Design and Architecture: 

System architecture was hypothesized such as to give an 

overview of the structure of software components, like image 

processing and machine learning models knitting data flow. 

The design would thus be scaleable, reliable, and integrable in 

existing workflows of medical nature. 

 

Fig 4.1 INPUT ARCHITECTURE 

The Sequential Model architecture as shown in Figure 4.1 

illustrates key components, including Batch Normalization, 

Conv2D layers, and MaxPooling2D layers. Each component 

uniquely contributes to the system's performance: Batch 

Normalization normalizes the input data, Conv2D layers are 

spatial feature extractors, and MaxPooling2D layers reduce the 

spatial dimensionality while preserving the all-important 

information flowing through them. This architectural shape 

gives the model a mechanism for highly efficient feature 

extraction and strong performance on the model. 

3. Implementation:   

The key modules for image pre-processing, segmentation, and 

classification were developed using machine learning 

frameworks such as TensorFlow and PyTorch. Good coding 

practices and version control were adhered to for quality and 

maintainability. 

4.Testing and Validation 

This system underwent intense testing and evaluation for 

proper functioning and accuracy. That comprises:- - Unit 

testing of each of the components. 

- Integrate testing for module interaction.   

The system and accuracy testing in view of comparing the 

results automated against clinical expert evaluations using 

measurements such as sensitivity and specificity.  

http://www.ijsrem.com/
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FIG 4.2 : Test case 1 

 

FIG 4.3 : Test case 2 

 

FIG 4.4 : Test case 3 

 

 

FIG 4.5 : Test case 4 

 

The test cases are shown in Figures 4.2, 4.3, 4.4, and 4.5 to 

check the accuracy of the system in differentiating malaria-

infected and uninfected red blood cells. In Figure 4.2, the 

system correctly identified a parasitized RBC, showing its 

ability to identify infected cells. The model is shown in Figure 

4.3 to have correctly classified healthy RBCs and thus avoided 

false positives. The system continued to provide clear results 

with respect to healthy cells and parasites, as indicated in 

Figure 4.4. Figure 4.5 further illustrates being correct in 

identifying a malaria-infected RBC, maintaining the whole 

system's trustworthiness and reproducibility.: 

1. First Test Case  

   - Actual Class: Parasitized   

   - Predicted Class: Parasitized   

   - This test case shows the system's ability to correctly identify 

a malaria-infected red blood cell, highlighting its precision in 

recognizing parasitized cells. 

 

2. Second Test Case 

   - Actual Class: Uninfected   

   - Predicted Class: Uninfected   

   - The system successfully distinguishes a healthy cell without 

any parasitic infection, demonstrating robustness in avoiding 

false positives. 

 

3. Third Test Case   

   - Actual Class: Uninfected   

   - Predicted Class: Uninfected   

   - Similar to the second case, the model accurately classifies 

another uninfected cell, reinforcing its consistency and 

reliability in differentiating between healthy and infected cells. 

3. Fourth Test Case   

   - Actual Class: Parasitized   

   - Predicted Class: Parasitized   

   - Similar to the first case, This test case shows the system's 

ability to correctly identify a malaria-infected red blood cell, 

highlighting its precision in recognizing parasitized cells. 

 

The key observations are:  

- Advanced imaging and machine learning methods are used to 

achieve very high classification accuracy. 

- The test cases test the system's capability of aligning 

predictions with the ground truths among various samples. 

- Its consistent performance over diverse cell images 

demonstrates its deployment potential towards real-life 

scenarios, specifically in resource-scarce localities where quick 

and accourate malaria diagnosis is of great importance.  

 

These findings reaffirm the reliability of the proposed 

methodology and further contribute to the bettering of 

diagnostic workflows in health systems. 

 

5. Test Methodology: 

http://www.ijsrem.com/
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They have carried functional, performance, accuracy, and 

usability testing for reliability, robustness, and user 

friendliness. Feedback from the healthcare professionals would 

further plump the system.  

 

FIG 4.6 : Loss Graph 

The loss graph shown in figure 4.6 tells the story of the 

decreasing standard and weighted loss with increasing epochs 

of training. The heavy drop in the curve of weighted loss means 

that it showed efficient model optimization in such a small 

number of training epochs. The graph is showing the progress 

of two kinds of loss metrics during training time. The blue line 

shows the standard loss, while the orange line displays the 

weighted loss. Initially, both losses start at higher values, with 

the weighted loss showing a steep decline. The weighted loss 

constantly records lower losses compared to the standard loss 

during each epoch. Therefore, it can be concluded that the 

weighted loss optimizes better and might result in better 

performance of the model.  

 

 

FIG 4.7  : Accuracy graph 

 

To summarize, the accuracy trends shown by the green line are 

suggestive of the model performance across epochs. Despite an 

initial upward trajectory followed by a plateau, this trend 

implies possible overfitting; still, the overall accuracy trend 

presents the idea of convergence with effective learning and 

strong ranking. This graph shows the accuracy trends for a 

model throughout training and validation across four epochs. 

The training accuracy (blue line) steadily improves and 

indicates effective learning; the validation accuracy (orange 

line) starts to improve very rapidly and eventually has a plateau 

with a slight decline after the training accuracy. This suggests 

an apparent tendency of overfitting, since the model is 

performing much better on training data than its unseen 

validation data. 

This methodology will ensure that the proposed solution would 

align with healthcare needs, industry standards, and project 

objectives, therefore delivering a robust tool for malaria 

diagnosis. 

 

5. RESULTS 

Details of Machine Learning Models 

Multiple models were trained and evaluated to identify the most 

efficient architecture for malaria diagnosis. Below are the 

details: 

Model Accuracy 

(%) 

Key Features 

VGG16 95% A pre-trained convolutional neural 

network with 16 layers, fine-tuned on the 

malaria dataset. 

  Strengths: Robust feature extraction 

due to its deep architecture. 

  Limitations: Higher computational 

requirements and longer training time. 
 

CNN (without 

augmentation) 

96% A custom convolutional neural network 

with multiple layers for feature 

extraction and classification. 

  
Strengths: Simpler architecture with 

high accuracy, suitable for malaria 

detection. 

  
Limitations: Slightly prone to 

overfitting due to limited data 

variation. 
 

CNN (with 

augmentation) 

92% Similar architecture to the CNN above, 

with data augmentation techniques 

(rotation, flipping, etc.). 

  Strengths: Reduced overfitting and 

better generalization on unseen data. 

  
Limitations: Slightly reduced accuracy 

due to additional noise introduced by 

augmentation. 
 

EfficientNetB3 96% An advanced architecture optimized for 

both accuracy and efficiency. 

ResNet50 93% Residual connections reduce the 

vanishing gradient problem in deep 

networks. 

Table 5.1: Performance Comparison of Machine Learning 

Models for Malaria Diagnosis 

As shown in Table 5.1, the CNN model without augmentation 

achieved the highest accuracy of 96%, closely followed by 

EfficientNetB3. The VGG16 model, despite its robust 

hierarchical feature extraction, achieved an accuracy of 95%, 

while CNN with augmentation had slightly lower accuracy 

(92%) due to noise introduced by augmentation techniques. 

These results highlight the effectiveness of custom CNN 

architectures and pre-trained models in malaria diagnosis. 

Performance of VGG16 and CNN Models 

1. VGG16: 

o The VGG16 model achieved an accuracy of 

95% on the validation dataset. 

http://www.ijsrem.com/
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o Used fine-tuning of pre-trained weights on 

the ImageNet dataset, enhancing malaria cell 

classification. 

o Demonstrated strong performance in 

distinguishing infected vs. uninfected cells 

due to its hierarchical feature learning. 

2. Custom CNN (without augmentation): 

o Achieved the highest accuracy of 96% 

among all tested models. 

o Network architecture included multiple 

convolutional layers, pooling layers, and 

dense layers optimized for the malaria 

dataset. 

o Leveraged techniques such as dropout to 

minimize overfitting while maintaining 

simplicity in design. 

 

FIG 5.1 : TEST LOSS AND ACCURACY 

 

Finally, Figure 5.1 summarizes the model's test loss and 

accuracy metrics, showcasing loss reduction and accuracy 

improvement over time. These results validate the robustness 

of the proposed methodology and its suitability for real-world 

malaria diagnostic applications. In conclusion, this project 

represents a significant step toward scalable, automated malaria 

detection and could serve as a foundation for ongoing research 

in medical image classification. With continuous improvement 

and testing, this solution has the potential to be a transformative 

tool in global health, contributing to the early diagnosis and 

treatment of malaria and ultimately helping to reduce its burden 

on affected populations. 

 

6. CONCLUSION 

The project Classifying Malaria-Infected Cells Using 

Convolutional Neural Networks (CNN) revealed the important 

contribution deep learning technologies could make toward the 

future of automated medical diagnosis, specifically for malaria 

detection in resource-poor regions. The main goal was to 

develop a good CNN model for the automatic detection of 

malaria-infected cells, which could act as a well-suited 

alternative to traditional microscopy, a manual, labor-intensive 

technique that depends upon an expert for time consideration. 

 

Combining the use of data augmentation and transfer learning 

with a pre-trained VGG19 led to significant improvements in 

the robustness and accuracy of the model, overcoming two 

common hurdles: overfitting and lack of variety in training 

data. The outperforming performance of the traditionally CNN-

based architectures further reinforces the utility of pre-trained 

architectures in the resolution of highly complex medical image 

classification tasks. High accuracy, precision, and recall 

indicate that the proposed model is suitable for practical 

diagnosis application, facilitating faster and more reliable 

malaria screening. 

 

Real-world health care settings deployment 

One of the results of this work is the deployment of the model 

for healthcare applications. It buys time for using a web-based 

or mobile application so that a nonexpert can upload images for 

instant analysis and further democratize access to diagnostic 

tools in clinical settings for quick, data-driven decision-

making. With further development, this model may be 

implemented in rural and remote clinics and would result in a 

large time-saving space in the diagnosis and treatment of 

malaria, which is a very critical aspect of the management of 

malaria. 

 

Future Directions: 

1.The model can be generalized even more if trained with 

images from different sources and environments. Thus, the 

dataset can ensure that the model is more robust to changes in 

imaging conditions, such as different lighting conditions or 

types of cell orientation. 

2.Real-time adaptability: The integration of this model with 

real-time systems that collect data, such as IoT-enabled 

microscopes, can enhance the accuracy and speed of the 

diagnosis and support quicker implementation of the 

intervention. 

3.Cross-platform deployment: Scale-up this application for 

different platforms such as mobile applications, desktop 

applications, and cloud-based systems for use in healthcare 

settings. 

4.Application in Other Conditions: The methodology and 

architecture developed from this project could be helpful to 

identify and detect other blood conditions, such as sickle cell 

anemia or blood cancers, and thereby widen the use scope 

across the medical domain. 
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