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Abstract—This work looks into the use of deep learning, 

namely the EfficientNetB3 architecture, for the classification of 

eye disorders in addition to normal vision. The goal of the 

research is to differentiate between disorders such as diabetic 

retinopathy, cataracts, and healthy eyes using convolutional 

neural networks (CNNs). The EfficientNetB3 model is 

customized with extra layers for classification and refinement 

after undergoing pre-training on the ImageNet dataset for 

feature extraction. Metrics like precision, recall, and confusion 

matrices are used to assess performance on distinct test and 

validation sets. The study's conclusions demonstrate how well 

EfficientNetB3 classifies diseases, pointing to a possible practical 

application for the technology in ophthalmic treatment. These 

discoveries may contribute to the creation of trustworthy 

diagnostic instruments for prompt ocular disease management 

and intervention. 
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I. INTRODUCTION 

Comprising numerous elements such as the cornea, iris, 
lens, retina, and optic nerve, the eye is an essential sensory 
organ for vision. Together, they absorb light and deliver visual 
cues to the brain. Nevertheless, a number of things may 
interfere with this process and cause partial or total blindness. 

 

 

Serious eye disorders that can cause vision loss if left 
untreated include diabetic retinopathy, retinal detachment, 
cataracts, and glaucoma. Lens clouding is caused by cataracts, 
which are frequently associated with aging, diabetes, and sun 
exposure. High eye pressure that damages the optic nerve and 
eventually reduces peripheral vision to blindness is the 
hallmark of glaucoma. A consequence of diabetes called 
diabetic retinopathy affects the blood vessels in the retina and 
raises the possibility of visual loss. In order to prevent vision 
loss, retinal detachment brought on by trauma or age-related 
changes needs to be treated right away. 

Deep learning techniques have shown to be highly 
successful in the identification and segmentation of individual 
lesions. Due to the limited difference between lesions or the 
excessively large range of lesions involved, multiple-lesion 
recognition is more challenging than single-lesion recognition. 
Deep learning-based methods have recently been investigated 
in a number of studies to address the multiple-lesion 
recognition problem.[1].Identifying glaucoma requires an in-
depth look of the nerve that supplies vision to the head, visual 

field tests, and extensive eye exams implementing tonometry. 
But these tests are typically laborious, costly, and need specific 
expertise and resources[2] 

By transforming multiple aspects of medical image 
processing, deep neural networks (DNNs) have significantly 
improved medical diagnosis, planning of treatment, and patient 
care. Their ability to use large-scale datasets to extract 
important features and patterns from medical images has 
shown to be very successful, leading to more accurate and 
efficient analysis. Medical imaging requires the use of DNNs 
for tasks like picture segmentation and classification, which 
they excel at. With training on large annotated datasets, deep 
networks can be trained to identify and classify various 
anatomical characteristics, lesions, or anomalies in medical 
images.[3] 

Accurately diagnosing and treating eye problems using 
medical imaging data is the goal of eye disease classification, a 
crucial area of research for ophthalmologists and other 
healthcare practitioners. Using machine learning and computer 
vision techniques, its main goal is to evaluate images and 
differentiate between normal conditions and pathologies 
including glaucoma, cataracts, diabetic retinopathy, and more. 
Use of ResNet-18, a convolutional neural network design with 
skip connections, is widespread to address issues such as 
disappearing gradients in deep networks. In reality, the last 
layer of ResNet-18 can be replaced with dense layers, and a 
differential learning rate approach can be used to optimize the 
model parameters. Using the pre-trained ResNet-18 backbone 
improves training effectiveness and precision for diagnosing 
different eye conditions from medical images, including a 
dataset with 4217 images in JPG format[4]. 

In order to help ophthalmologists and other healthcare 
professionals properly diagnose and treat eye problems using 
medical imaging data, eye disease classification is an important 
study topic. The main goal is to evaluate images and identify 
conditions such as normal and disorders including glaucoma, 
cataract, diabetic retinopathy, and glaucoma using machine 
learning and computer vision techniques. For this reason, 
ResNet-18, an architecture of convolutional neural networks 
with skip connections, is frequently employed to solve 
problems such as disappearing gradients in deep networks. In 
actual use, dense layers can take the role of ResNet-18's last 
layer, and model parameters can be optimized by using a 
differential learning rate approach. Using the pre-trained 
ResNet-18 backbone, this method improves training efficiency 
and accuracy in identifying different eye disorders from 
medical photos[3]. 

http://www.ijsrem.com/


                 INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

                             VOLUME: 09 ISSUE: 05 | MAY - 2025                                             SJIF RATING: 8.586                                                        ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                      DOI: 10.55041/IJSREM46722                                       |        Page 2 
 

 

II. LITERATURE REVIEW 

Certain research works emphasize the use of deep learning 
architectures, like convolutional neural networks (CNNs), in 
the classification of various eye conditions. Researchers have 
proven that these models are effective in identifying and 
classifying abnormalities in retinal pictures, which will help 
future developments in the prompt diagnosis and treatment of 
eye conditions. 

Techniques based on deep learning for identifying multiple 
lesions in various anatomic sites. It thoroughly investigates the 
issues raised as well as the progress that has been done in this 
field. With an emphasis on both accomplishments and areas 
that still need work, this study clarifies the state of research 
today. It clarifies the difficulties in detecting several lesions in 
various body parts. Moreover, utilizing deep learning 
algorithms to reliably detect and classify a multitude of lesions, 
it critically evaluates the ongoing difficulties and unresolved 
issues.[1]. 

With a particular emphasis on glaucoma, the study aims to 
provide a thorough summary of current developments in the 
application of artificial intelligence (AI) for the diagnosis of 
retinal disorders. It highlights the tremendous potential of deep 
learning algorithms in enhancing the precision and 
effectiveness of glaucoma diagnosis by utilizing a thorough 
study. The report provides an in-depth analysis of these 
research, highlighting the advantages and disadvantages of the 
methods examined. It emphasizes how vital it is to continue 
research and development projects in order to improve and 
optimize AI-based diagnostic tools that are specifically 
designed for glaucoma and other retinal disorders. The study is 
a useful tool for researchers, physicians, and other healthcare 
stakeholders since it synthesizes existing findings and 
developing trends in the field, enabling informed decision-
making and stimulating future.[2] 

Early detection and therapy of rare ophthalmological 
illnesses is emphasized, with a focus on the crucial role 
primary care physicians play in recommending high-risk 
patients for comprehensive ophthalmological tests.  It also 
highlights the significance of rare disease registries for the 
advancement of clinical research, patient access to novel 
diagnostic techniques and medicines, ultimately improved 
treatment outcomes. By promoting collaboration between 
primary care physicians, ophthalmologists, and researchers, 
this approach aims to enhance care for patients with unusual 
ophthalmological illnesses. In the end, this will enhance the 
prognosis and quality of life for the patients.[5] 

In order to improve patient care and increase understanding 
of biological processes, the author emphasizes the necessity of 
interpretable and explicable AI systems in clinical settings. 
This highlights the critical function of feature extraction in 
creating standardized OCT or retinal characteristics for 
glaucoma diagnosis, where Convolutional Neural Networks 
(CNNs) are becoming the go-to technique in medical image 
analysis for this task. The research intends to push 
improvements in diagnostic accuracy and clinical 
comprehension within ophthalmological practice by clarifying 
the significance of transparent AI models and highlighting 
CNNs' effectiveness in feature extraction.[6] describes 
potential avenues for future research, highlighting the 
importance of investigating sensor properties, improving 
segmentation algorithms with geographical contextual data, 

and investigating cutting-edge classification approaches like 
CNN and Transductive SVM.[7]. 

Empirical studies highlight the effectiveness of deep 
learning, namely CNNs, in the classification of ocular disorders 
from retinal pictures, facilitating timely diagnosis and 
intervention. Research delves into deep learning methods for 
recognizing several lesions in different bodily parts, tackling 
obstacles and advancements in the area. Research on glaucoma 
emphasizes AI's diagnostic potential and calls for the creation 
of more advanced diagnostic instruments. Furthermore, for 
bettering patient care and comprehending biological processes, 
early diagnosis of uncommon ophthalmological disorders and 
interpretable. 

III. METHODLOGY 

 
Figure 1 Proposed  

A. Dataset Description 

Four categories—normal, cataract, glaucoma, and diabetic 
retinopathy—combine to comprise 4217 retinal images in the 
dataset. In particular, 1074 photographs are of normalcy, 1007 
images of glaucoma, 1098 images of diabetic retinopathy, and 
1038 images of cataracts (Figure.2). Moreover, datasets for 
training, testing, and validation have been produced. 

 

Figure 2.Dataset distribution [20] 

B. Model Architecture 

Renowned for both accuracy and processing efficiency, the 

EfficientNetB3 is a convolutional neural network (CNN) that 

has been pre-trained and heavily trained on ImageNet. Its final 

thick layer is excluded when Include_top=False is set, 

enabling the addition of custom dense layers for certain jobs. 

The model initializes with pre-trained weights when 

Weights="imagenet" is used. The size of input images are 

configured by the input shape, which is denoted by 

img_shape. The model is optimized for applications like 

image classification by using sequential layers with Batch 

Normalization and max pooling for spatial dimension 

reduction. This configuration maximizes processing resources 

and accuracy, which makes it perfect for a variety of computer 

vision applications. 

 When training neural networks, regularization strategies are 

essential for preventing overfitting and enhancing model 

generalization. Overly complex models are discouraged by the 
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kernel regularizer, which penalizes layer kernels with 

excessive weights. Comparably, by applying L1 regularization 

to layer outputs, the activity regularizer enhances the 

interpretability and durability of the model while promoting 

activation sparsity. In addition, the bias regularizer promotes 

bias sparsity in order to further inhibit overfitting. Non-

linearity is introduced by activation functions, usually ReLU, 

which make it easier to learn complex data patterns. In order 

to mitigate overfitting, dropout regularization, which has a rate 

of 0.45, fortifies the model by randomly deactivating 45% of 

input units during training. The last dense layer transforms 

model outputs into class probabilities using'softmax' 

activation, which streamlines multi-class classification. 

Weight decay and Adam are easily integrated when the 

AdamW optimizer is used. 

Notably accurate and efficient, EfficientNetB3, which starts 

with pre-trained ImageNet weights, does not include its last 

dense layer for customized jobs. Img_shape defines input 

picture sizes, providing for flexibility. Image classification 

tasks are optimized using sequential layers, such as Batch 

Normalization and max pooling.Weight decay and Adam 

optimization are easily integrated by the AdamW optimizer, 

improving model performance. 

IV. RESULTS & DISCUSSION 

A. Accuracy & Loss Analysis 

Epoches, which indicate the number of times the complete 

training dataset is cycled forward and backward through the 

neural network, are crucial checkpoints in the model training 

process. Analyzing a model's performance at particular 

epochs—like the 15th epoch—provides important information 

about how the model is learning and whether it is progressing 

significantly or reaching a plateau. 

 
Fig. 3 Model Train Accuracy 

 The accuracy metrics in Figure 3 show a significant increase 

during training. More specifically, the model's capacity to 

better fit the training data is demonstrated by the training 

accuracy, which increased from 80.60% to 98.60%. On 

unknown data, the validation accuracy has also improved, 

rising from 75.829% to 92.1%, suggesting improved 

generalization performance. These increasing trends imply 

that the model is progressing in accurately identifying training 

and validation examples and that it is learning efficiently. 

 
Fig. 3 Model Train Accuracy 

Figure 4 displays the corresponding variations in loss values 

over the course of training. Higher performance is shown by 

lower loss numbers. Loss is a metric for the model's prediction 

error. The loss in this case has decreased from 0.501 to 0.276 

when the model iterates over epochs, suggesting a reduction in 

prediction mistakes. The fact that the loss has decreased, 

which also confirms the observed accuracy increases, lends 

credence to the theory that the model is becoming more 

accurate at forecasting over time. 

All things considered, the patterns shown in Figures 3 and 4 

indicate a favorable learning trajectory for the model, with 

rising accuracy and falling loss values denoting successful 

training and enhanced output. 

B. Classification Matrix Interpretation 

In our study, the system showed remarkable accuracy in 

recognizing different eye diseases. In particular, it correctly 

identified Cataract in 143 cases, demonstrating its accuracy in 

this diagnosis. Furthermore, it recognized Retinopathy 

accurately 166 times, confirming its efficacy in identifying 

this condition. Furthermore, the algorithm's capacity to 

correctly identify glaucoma is demonstrated by the 122 cases 

it properly classified as such. Moreover, it correctly labeled 

151 cases as Normal, demonstrating its ability to identify 

healthy cases. All of these results point to the algorithm's 

efficacy in treating a variety of eye disorders, indicating its 

possible application in clinical settings. 
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C. Evaluation Across Performance Metrics 

A detailed summary of the categorization model's 

performance measures is shown in Table 1. Strong 

performance across several classes is demonstrated by the 

model's high precision, recall, and F1-Score values. 

Furthermore, the support values illuminated the classes' 

distribution within the dataset, offering important information 

about the dataset's makeup and the model's capacity for 

successful generalization. These metrics show how well the 

categorization model performs overall in correctly classifying 

occurrences into various groups. 

 
 

Precision Recall F1-score Support 

Cataract 0.94 0.96 0.95 138 

Retinopathy 1.00 0.98 0.99 180 

Glaucoma 0.85 0.87 0.86 160 

Normal 0.88 0.86 0.87 155 

Accuracy   0.92 633 

Macro avg 0.92 0.92 0.92 633 

Weighted Avg 0.92 0.92 0.92 633 

 
Table 1. Model Evaluation Statistics 

V. CONCLUSION 

The work described here presents notable progress in using 
deep learning techniques, particularly the EfficientNetB3 
architecture, to the categorization of various ocular conditions. 
The results highlight how well these models recognize 

problems including normal vision, cataracts, glaucoma, and 
diabetic retinopathy. The improved precision and efficacy seen 
in the diagnosis of ocular diseases point to a bright future for 
the application of AI in ophthalmic treatment. In the future, 
continued research and development in this area will be 
necessary to improve the precision and effectiveness of AI-
driven diagnostic instruments, leading to better patient care and 
results in the ophthalmology sector. 
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