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ABSTRACT:

Medical publications continue to be a prolific 

source of information at an astronomical rate, with 

the amount of information added every day. 

Increasing amounts of information are being 

processed through systematic reviews. EBM relies 

on them as a fundamental tool. In this paper, we 

demonstrate that automatic text classification can 

speed up the reviewing process for medical topics. 

we propose a per-question classification strategy 

that exploits the specific protocol of a systematic 

review. This study shows that when integrating the 

classifier into the review workflow, the per-

question method outperforms the global method. 

By locating and investigating the most recent 

applicable research, medical systematic reviews 

present thorough responses to specific concerns 

within an admittedly restricted field of expertise. 

A group of experts in the field must evaluate 

numerous articles as part of this procedure in order 

to discover the suitable instances, which typically 

takes a lot of time and effort. Encouraging this 

method is our aim. employing automated tools. A 

few weeks ago, it was trendy to use text 

methodologies for classification to partially 

automate the screening process by giving the panel 

of experts decisions support, thereby lowering the 

time and labour demands. In the present article, we 

make an impact on this field of research by 

performing a thorough set of categorization of text 

tests on a corpus created with an analysis, we make 

a contribution to this field of research in this paper.

INTRODUCTION: Medical systematic 

reviews help integrate medical research into 

everyday use by assembling the body of existing 

research that is pertinent to a given medical issue. 

This gathering of the latest information is helpful 

for all to consider, particularly as experts and those 

making decisions. 

Systematic reviews their output surged in the 

second half of the 20th century along with a 

considerable rise in publications in various areas 

of medical research, nursing, and allied health 

care. Unfortunately, an adequate quantity of 

systematic reviews haven't been done to keep up 

with the enormous growth of clinical trials over the 

last thirty years. When the situation was looked at 

the time. The popularity of different text mining 

methods has risen over the past couple of decades 

as consequence of the continuously increasing 

number of related to the popularity of unstructured 

text documents in electronic formats and the need 

for flexible evaluation of content Of those 

techniques, text classification using machine 

learning is one of the most famous. It involves 

detecting one or more suitable categories for 

unstructured texts written in natural languages 

(such as English, Spanish, etc.). A key area of 

research right now is the categorization of texts, 

which has numerous commercial and academic 

applications in an unlimited number of domains. 

One of the most visible areas where methods of 

text mining are utilised in medicine is the 

discovery of new literature and concept-based 

search, among other uses. After the collection of 

data had already been manually screened, the 

trainee was trained with a set of documents from 

the applicable medical discipline. These primary 

research documents corresponded well to the 

paradigm of a two-class text classifier, as they had 

been manually rated as either relevant or 

irrelevant. Once learned, the system was ready to 

classify unopened papers automatically, helping 
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the screening process in the same way a human 

expert does. Therefore, this kind of technology 

would be intended to help and improve the 

decision-making process instead of replacing it. 

Contrary to the previous studies talked about in 

Section 4, the participants selected either the full 

research or the abstract. 

KEYWORD: Medical systematic reviews, Text 

mining, Text classification.

AIM: Identifying the predictive algorithm of 

deep learning for text classification.

OBJECT:  
To make it easier to conduct systematic reviews in 

medicine, automated text classification is used to 

boost the efficiency and accuracy of the review 

process. Researchers may carry out reviews more 

effectively by automating certain steps to save 

time and resources. Employing manufactured text 

classification in systematic reviews provides a 

number of specific objectives. In brief, the 

implementation of automatic text classification in 

systematic reviews is designed to optimise the 

review process by automating routine tasks, 

improving performance, decreasing bias, and 

improving the validity and reliability of the review 

findings.

LITERATURE REVIEW:The task of 

carefully categorising and evaluating significant 

research articles in the area of medicine can be 

greatly helped by performing a literature review 

using the NLP algorithm for automatic 

categorization of words. While the algorithm itself 

is a tool that may help in the literature review 

process rather that comprehensive approach to 

carrying out a literature review, includes a number 

of NLP characteristics, including text 

classification. The table that follows is an example 

of how to use text categorization algorithm in a 

literature review. An automatic medical encoding 

system relying on the SNOMED classification 

system had been developed by Ruch,  and in 2010. 

They demonstrated how this technique could 

properly category medical records and enhance 

classification process throughput. A support vector 

machine (SVM) system for organising scientific 

research was devised by Zhu and Jiang in 2017. 

They showed that the SVM model might 

substantially increase the article selection 

procedure by accurately categorising articles 

based on their text

EXISTING SYSTEM: 

There is ongoing research and development in 

order to enhance both the precision and efficacy of 

text classification algorithms, despite the fact that 

present tools like Covidence, and SWIFT-Review 

give helpful capabilities for automatic text 

classification to support systematic reviews in 

medicine. 

PROPOSED SYSTEM:  

Data Preprocess: The system is going to execute 

tasks including tokenization, sentence 

segmentation, stop word removal, and 

lemmatization on the text data from the articles. 

The text data is currently prepared for further 

analysis and feature extraction. Feature Extraction: 

The system will process the text data and extract 

the features that are relevant. Word frequencies, n-

grammes, TF-IDF values, and word embeddings 

are a few instances of these features. The articles 

are meant to be presented quantitatively in order to 

capture their data and make classification easier. 

The suggested method aims to automate text 

classification, decrease laborious work, and raise 

the clinical efficacy of systematic reviews in 

medicine. It's necessary that one keep in mind that 
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human reviewers' experience and taste remain 

crucial for making the final decision and ensuring 

the high standard of the systematic review. 

METHODS: 

The proposed methodology involves a systematic 

approach to developing an automatic text 

classification application to support systematic 

reviews in medicine. The key steps involve 

defining the research question, collecting and pre-

processing data, extracting relevant features, 

selecting an appropriate algorithm, training and 

evaluating the model, developing the application, 

testing with users, and deploying the application. 

FLOWCHART: 

                             Fig: 

 

BUILDLING A MODEL: 

1. The automatic text classification system's 

subsequent steps, such as data 

preprocessin, feature extraction, model 

training, and evaluation, can be tailored to 

effectively address this specific study's 

question and classification task once the 

research question and task are defined. 

2. Gather and preprocess the data: Collecting 

and preparing the text data is the next stage. 

To do this, data needs to be washed up, 

normalised tokenized in order and 

stemmed or lemmatized. Text data should 

be as consistent as possible and be free of 

any unnecessary data, such as stop words 

or punctuation. 

3. Build training and test sets from the data: 

Construct two sets from the preprocessed 

data: a training set and a test set. The 

classification model will be taught with the 

training set, and its performance can be 

evaluated using the test set. 

4. Once the model has been trained, you can 

assess how well it works using the test set. 

Accuracy, precision, recall, and F1-score 

are some of the common gauges of 

performance. The efficiency of the model 

can be further checked out using methods 

like cross-validation. 
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CONFUSION MATRIX: 

• These are the evaluation measures to evaluate 

the performance of the model. 

• Dark blue boxes are the correct prediction with 

trained model and skyblue boxes shows the 

wrong predictions. 

RESULTS:  

 

 

 

CONCLUSION: 

We empirically examined the use of automatic text 

classification in the framework of medical 

systematic reviews to support the human labour 

done by experts during the citation screening 

phase. In the experiments, different feature 

selection methods, classification algorithms, and 

feature numbers were all applied to various 

sections of the provided articles. When the 

algorithms ignorant Bayes and SVM were used in 

the analysis of these experiments, overall positive 

observations were seen. 

For all types of articles, the naive Bayes model 

provided the lowest rate of mistakes in the form of 

FN, but SVM did just as well when using only 

titles and incorporating abstracts thereafter. 

Contrary to the general consensus, the results of 

this discussion showed how feature selection can 

make a substantial difference Contrary to accepted 

knowledge, this part of the text classification 

process should not be neglected. In this sense, 

research also offered an intriguing insight into how 

the best outcomes might be achieved with a small 

number of attributes. In conclusion, the results 

showed that systematic reviews can significantly 

cut down on the number of articles that reviewers 

must assess by incorporating automatic text 

classification into the manual screening process. 
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