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Abstract—As road traffic continues to grow and traffic rule 
violations become more common, there's a growing need for 
smart systems that can automatically detect and report such 
incidents. This project introduces an automated solution for 
detecting traffic violations and recognizing license plates using 
deep learning, convolutional neural networks (CNNs), and 
optical character recognition (OCR). The system is capable of 
identifying common offenses such as riding without a helmet, 
triple riding, and running a red light, by analyzing real-time 
video footage. Using object detection models like YOLO, it 
accurately spots violators and isolates the license plate area 
from the video frames. Tools like EasyOCR are then used to 
read and extract the alphanumeric details from the plates. 
Once a violation is detected, the system automatically sends an 
email—with the offense details and a snapshot of the 
incident—using Python’s smtplib library. This solution is 
designed to support traffic enforcement agencies by making 
violation tracking more efficient, reliable, and automated.. 

 
Keywords—Deep Learning,CNN and OCR.. 

 

I. INTRODUCTION 

With the rapid growth in the number of vehicles on the 

road, traffic rule violations and accidents have also 

increased. Monitoring and enforcing these rules manually is 

not only time-consuming but also prone to errors—

especially in busy cities. Traditional traffic monitoring 

systems often struggle to catch and report violations in real-

time, which makes it harder to maintain road safety. 

To solve this problem, this project introduces an 

automated system that can detect common traffic violations 

such as riding without a helmet, triple riding, and signal 

jumping by analyzing video footage in real-time. Using 

deep learning and convolutional neural networks (CNNs), 

the system can accurately identify violators. It then uses 

object detection models like YOLO to find the vehicle’s 

license plate, and applies OCR (Optical Character 

Recognition) with tools like EasyOCR to read the plate 

number  

Once a violation is detected, the system captures an 

image of the incident and sends an email with all the details 

like photo of the violator  and evidence to the appropriate 

authorities using Python’s smtplib and store them in a 

database,where the traffic police can able to access. This 

makes the entire process—from detection to reporting—

fully automatic. 

The main goal of this project is to help traffic police and 

enforcement agencies by providing a smart and efficient 

tool to monitor violations, improve road safety, and reduce 

manual effort. 

II. MOTIVATION 

Traffic violations are a major reason behind many road 

accidents and deaths around the world. Even though traffic 

rules exist, people often break them—like riding without 

helmets, carrying too many passengers, or jumping red 

lights. It's hard for traffic police to catch every violation, 

especially with so many vehicles on the road and limited 

staff. Manual monitoring is also tiring and can lead to 

mistakes. 

This project is motivated by the need to solve these 

problems through automation. Using deep learning and 

computer vision, we can build a system that works all the 

time, detects violations accurately, and doesn’t get tired like 

humans do. It can instantly spot a violation, capture the 

vehicle's number plate using OCR, and save the image as 

proof. 

The system also sends all this information directly to the 

authorities through email, making the process faster and 

more efficient. It supports the idea of smart cities by 

bringing modern technology into traffic management. 

 

Overall, the goal is to create a smart, affordable, and 

scalable system that helps traffic police, improves safety, 

and saves lives on the road.solution, suitable for challenging 

image conditions. 
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III. PROPOSED SYSTEM 

This project presents an intelligent system that 

automates the detection of traffic violations and the 

recognition of vehicle number plates using advanced 

technologies like deep learning, computer vision, and 

Optical Character Recognition (OCR). The system 

processes live video feeds from CCTV cameras or recorded 

traffic footage in real-time. It identifies common traffic 

violations, such as not wearing a helmet, triple riding on 

two-wheelers, and jumping red lights, by using a deep 

learning model like YOLO (You Only Look Once) that can 

detect multiple objects accurately and quickly in a single 

frame. 

Once a violation is detected, the system automatically 

locates the vehicle's license plate and uses OCR tools like 

EasyOCR to extract the alphanumeric characters from the 

plate. The system then captures an image of the violation, 

along with the vehicle’s number plate, as evidence. To 

streamline the process, it automatically sends an email 

notification to the relevant traffic authorities, which 

includes the violation details like photo, license plate 

number, violation type, and the time and date of the 

incident. 

This system is scalable, meaning it can be deployed in 

various locations, and can be integrated into broader smart 

city infrastructure for more efficient traffic management. 

Overall, the system helps reduce the burden on traffic 

police, speeds up violation reporting and enforcement, and 

contributes to improving road safety and creating smarter 

cities. 

IV. BLOCK DIAGRAM 

 

This block diagram explains the working process of the 

intelligent traffic violation detection system in a simple and 

clear way: 

Input Video: The system starts by taking a live video feed 

or a recorded video from a traffic camera. 

Frame Reading: The video is broken down into individual 

frames so they can be analyzed one by one. 

Feature Extraction (from Video Frames): Important 

visual features like people, vehicles, helmets, etc., are 

detected from each frame using image processing and deep 

learning techniques. 

Reference Image and Feature Extraction: A reference 

image (for example, of a person wearing a helmet) is used 

for comparison. Features are also extracted from this image. 

Feature Matching: The features from the video frames are 

compared with the reference features to identify violations. 

For example, it checks whether the person on a bike is 

wearing a helmet or not. 

Person Classification: If the person is wearing a helmet, no 

violation is recorded.If the person is not wearing a helmet, 

it is marked as a violation. 

Number Plate Detection: For those violating traffic rules, 

the system automatically detects the vehicle’s number plate 

for identification. 

This flow allows the system to continuously monitor traffic, 

detect specific violations like riding without a helmet, and 

capture necessary information like license plate numbers for 

reporting. 

A. Feature Extraction 

 

                               Fig.1.Feature Extraction 

In feature extraction, the computer tries to understand the 

important parts of an image. First, it uses a process called 

convolution, where it slides a small window over the image 

to detect simple patterns like edges, shapes, and textures—

similar to how our eyes notice outlines or corners. Then, it 

uses pooling, which reduces the size of the image but keeps 

the most important information. This is like zooming out 

while still being able to see what matters. Together, these 

steps help the computer focus on key features in the image, 

such as whether a person is wearing a helmet, identifying a 

face, or spotting a number plate, without getting confused 

by unnecessary details. 

Gray Scale Conversion: 

Grayscale conversion turns a color image into shades of 

black and white by removing color. In this project, it helps 

the system focus on shapes and patterns instead of colors, 

making the processing faster and easier for tasks like 

detecting helmets, faces, or number plates. 

 

Grayscale = (0.299 * Red) + (0.587 * Green) + (0.114 * 

Blue 
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Segmentation Process: 

 

                          Fig.2.Segmentation Code 

Segmentation is like breaking down an image into smaller, 

meaningful parts so that a computer can better understand what 

it’s looking at. In this project, segmentation helps the system 

focus on key areas like a person’s head (to check for a helmet) 

or a vehicle’s number plate. The process starts with a raw image 

or video frame, which goes through preprocessing — 

converting it to grayscale and applying Gaussian blur to reduce 

noise and make features clearer. Then, techniques like 

thresholding or edge detection are used to highlight the outlines 

of important objects. After that, the system selects only the 

relevant areas, like the region where a number plate or face is 

likely to appear. These regions are isolated using contour 

detection or masking, which helps to separate the object from 

the background. This makes it easier for the system to analyze 

just the necessary parts of the image, improving the accuracy 

of helmet detection or number plate recognition. In short, 

segmentation lets the system “zoom in” on what really matters 

and ignore the rest.. 

Pooling Layers: 

 

 

Pooling layers are a key part of convolutional neural 

networks (CNNs) that help simplify the information in an 

image while keeping the important details. Instead of 

analyzing every tiny pixel, pooling takes a small region of 

the image and summarizes it—usually by picking the most 

prominent value (max pooling) or averaging the values 

(average pooling). This process reduces the overall size of 

the data, making the system faster and less likely to get 

confused by small changes in the image. Think of it like 

zooming out a little—you're seeing less detail, but you still 

get the main idea. Pooling helps the model stay focused on 

the big picture, like identifying if someone is wearing a 

helmet or spotting a number plate, without being distracted 

by background noise or small variations. 

     Proposed Algorithm: 

 

                                         Fig.5.CNN Model 
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 This flowchart shows how a Convolutional Neural Network 

(CNN) processes an image step by step. It starts with an input 

image of size 28×28 with 3 color channels (RGB). The image 

passes through four convolutional layers, each time increasing 

the number of filters to help the model learn more complex 

features like edges, shapes, or textures. After that, a max 

pooling layer reduces the size of the data, making it smaller 

but still meaningful. A dropout layer is added to prevent 

overfitting, followed by a flatten layer that converts the data 

into a one-dimensional format. Finally, it goes through two 

dense (fully connected) layers, which help in making the final 

prediction. In the end, the model outputs 36 classes, possibly 

representing categories like letters, digits, or objects.. 

Image Thresholding: 

 Thresholding is a simple way to separate objects in an image 

from the background. It works by choosing a certain pixel 

value called a "threshold." If a pixel is brighter than this value, 

it turns white; if it’s darker, it turns black. This creates a clear 

black-and-white version of the image, making it easier to find 

shapes or objects. It’s especially useful when we want to 

detect things like text, edges, or patterns in an image. 

Thresholding is often used as the first step before deeper 

image processing tasks because it simplifies the image and 

highlights the important parts. it smaller 

Character Segmentation: 

Character segmentation is a vital step in optical character 

recognition (OCR), where the objective is to convert images 

or scanned text into machine-readable format. This process 

involves isolating individual characters by identifying the 

spaces and boundaries between them in the text. The system 

analyzes the input image, detecting gaps, spaces, and 

sometimes even lines, to separate the characters accurately. 

Once segmented, the characters can be recognized and 

matched to corresponding letters, numbers, or symbols. 

Proper segmentation is crucial, as errors such as merging or 

splitting characters incorrectly can lead to recognition 

mistakes, making the final output unreliable. Therefore, 

accurate character segmentation plays a key role in ensuring 

the success of OCR systems. 

Character Recognition: 

Character recognition using Convolutional Neural Networks 

(CNNs) is a widely used approach for identifying letters or 

digits from images, especially in tasks like handwriting 

recognition or document scanning. CNNs are well-suited for 

this because they can automatically learn visual features from 

the input images, such as edges, curves, and shapes that define 

each character. The process involves passing the image 

through several layers in the network—starting with 

convolutional layers that detect features, followed by pooling 

layers that simplify the data, and finally fully connected layers 

that classify the character. At the end, the network predicts 

which character it is by comparing the features it has learned 

with known patterns. CNNs are highly accurate and efficient, 

making them a popular choice in OCR systems and other text-

related image processing applications. 

 

 CNN Model:     

 A CNN (Convolutional Neural Network) model is a type 

of deep learning architecture specifically designed for 

processing and analyzing visual data, such as images. It 

mimics the way humans recognize visual patterns by 

automatically learning features from raw pixel data. 

Input Layer:-Receives the raw image data (e.g., a 28x28 

pixel grayscale image of a handwritten character). 

Convolutional Layers:-These layers apply filters (or 

kernels) that scan across the image and extract important 

features like edges, curves, and textures. Each filter captures 

a different pattern. 

Activation Function (ReLU):-After convolution, a ReLU 

(Rectified Linear Unit) function is usually applied to 

introduce non-linearity, helping the model learn complex 

patterns. 

Pooling Layers:-These layers reduce the size of the feature 

maps (downsampling), which helps to lower the 

computational load and focus on the most important 

information. 

Fully Connected Layers:-After several convolution and 

pooling layers, the output is flattened into a vector and 

passed through one or more fully connected (dense) layers, 

similar to traditional neural networks. 

Output Layer:-Typically ends with a softmax activation 

function that gives probabilities for each class (e.g., A-Z or 

0-9 in character recognition). 

YOLOv5: 

YOLOv5 can be a powerful tool in a character recognition 

project, especially when the characters need to be located in 

complex or cluttered images, like license plates, street signs, 

or handwritten forms. Instead of manually segmenting 

characters, YOLOv5 can automatically detect and draw 

bounding boxes around each individual character or word 

in an image. This makes it ideal for the detection phase of 

the pipeline. Once the characters are detected and cropped 

out, they can then be passed to a CNN model trained to 

recognize and classify each one. This combination—using 

YOLOv5 for detection and CNN for recognition—creates 

an efficient and accurate character recognition system. 

YOLOv5 is particularly useful because it’s fast, works well 

in real-time applications, and performs accurately even 

when dealing with small or overlapping characters. 

    Epochs: 

 In deep learning, an epoch refers to one complete cycle 

through the entire training dataset. In simple terms, it's like 

teaching the system by showing it all the training data once. 

The more epochs we run, the more the model learns and 

improves its accuracy. However, too many epochs can lead 

to overfitting, where the model performs well on training 

data but not on new, unseen data. So, finding the right 

number of epochs is important for good performance. 

http://www.ijsrem.com/
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Sl.No Parameters CNN 

0 Accuracy 0.9850 

1 Precision 0.9803 

2 Recall 0.9780 

3 F1 Score 0.9791 

4 Loss 0.0425 

                  Table:1 Performance Measurement Table 

License Plate extraction and Pre-processing: 

Pre-processing plays a crucial role in license plate recognition 

by preparing the image for accurate character detection and 

recognition. It starts by converting the image to grayscale, 

which simplifies the data by removing color information 

while keeping the important details. Next, techniques like 

blurring are used to reduce noise, and edge detection helps to 

highlight the outlines of the license plate and its characters. 

Sometimes, thresholding is applied to make the text stand out 

more clearly against the background. Morphological 

operations like dilation or erosion can also be used to enhance 

the shapes of the characters or remove small unwanted 

elements. Once the license plate area is clear and clean, it can 

be cropped and resized for further steps like character 

segmentation and recognition. Overall, pre-processing makes 

the image cleaner and more consistent, helping models like 

YOLOv5 and CNNs work more accurately and efficiently. 

Dataset: 

In a license plate recognition project, the dataset plays a key 

role in training the models for both detection and recognition. 

Usually, two types of datasets are used. The first is for license 

plate detection and includes images of vehicles with labeled 

bounding boxes around the plates. This helps models like 

YOLOv5 learn to accurately find the location of license plates 

in different conditions, such as various angles, lighting, or 

weather. Datasets like OpenALPR, AOLP, and CCPD are 

commonly used for this purpose. The second type of dataset 

is for character recognition and contains individual characters 

(A–Z, 0–9) cropped from license plates. These are used to 

train CNN models to identify each character correctly. 

Datasets like Chars74K or custom sets created by manually 

labeling 

Precision: 

It a parameter can be calculated as the ratio between the true 

positives and all the positives including false positive and true 

positive. In our proposal it would be the measure of the license 

plates that has been correctly identified rates character out of 

all the license plates Mathematically it can be represented as 

shown in Equation 

Precision = True Positive(TP) / (True Positive (TP)+ 

False Negative(FP)          

                                          

         Fig.6.Epochs vs Accuracy 

           

        Recall: 

  It is the parameter which measures that the proposed 

model is correctly identifying the True Positives. In 

our proposal it tells us that how many correct license-

plates have been recognized. Mathe-matically it can be 

represented as shown in equation 

Recall = True Positive(TP) / (True Positive (TP)+ 

False Negative(FN) 

 

 

                

                                           Fig.7.Epochs vs Recall 
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     Accuracy: 

         It is the parameter which can be calculated as the ratio 

of total number of correct predictions (True Positives + 

True Negatives) to the total number of productions (True 

Positives + True Negatives + False Positives + False 

Negatives). In our proposal, accuracy tells us how 

accurately and precisely the license plate has been detected 

and recognized by the proposed models. Mathematically it 

can be represented as shown in equation 

Accuracy  = True Positive (TP) + True Negative(TN) / 

(True Positive(TP) + False Positive (FP)+True Negative 

(TN) - False Negative(FN)               

                              

                           Fig.7.Epochs vs Accuracy 

      F1 Score:  

          This parameter gives the result in the basis of 

Precision and Recall. In some applications, Precision is an 

important parameter and, in some applications, Recall has 

an important role for decision making. F1 score is 

calculated as the harmonic mean of the Precision and  

Recall values, emphasizing the importance of both the 

parameters. Mathematically it can be represented as  

       F1 Score = 2 * Precision * Recall / Precision + Recall     

 

                   Fig.8.Epochs vs F1 Score 

 

      Loss: 

   Loss or Log-Loss is a parameter which is able to indicate 

that how close the prediction probability is to the 

corresponding true value or actual value. If the prediction 

probability diverges from the true value or actual value then 

the loss will be more . 

 

      

                                        Fig.9.Epochs vs Loss 

 Result: 

   The result of this license plate recognition project is a smooth 

and reliable system that can automatically detect and read 

license plates from images or videos. Using YOLOv5, the 

system first identifies and highlights the license plate area on a 

vehicle with high accuracy, even in challenging conditions like 

poor lighting, different angles, or busy backgrounds. Once the 

plate is detected, it’s cropped and passed to a CNN model, 

which then recognizes and reads each character on the plate. 

The final output is the full license plate number in text format, 

such as "MH12AB1234". Overall, the system works efficiently 

and delivers accurate results in real time, making it useful for 

practical applications like traffic surveillance, automatic toll 

collection, and smart parking systems. 

 

 

                    Fig.8.Output of Real-Time Video Capture 

The Code executed successfully and video was captured in Real 

time. 

http://www.ijsrem.com/
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               Fig.9.Output of Real-Time Video Capture with 

Helmet 

After that ,the system identifies whether the person is wearing 

Helmet or Not 

 

      Fig.10.Output of Real-Time Video Capture without 

Helmet 

If The Person not wearing helmet,the number plate will be 

recognized and Mail will be sent to the violator mail through 

Smtplib. 

V. CONCLUSION 

                    In conclusion, this license plate recognition 

project successfully combines the strengths of YOLOv5 and 

CNN to create an accurate and efficient system for detecting 

and reading vehicle license plates. By using YOLOv5, the 

system can quickly and reliably locate license plates in 

various environments, while the CNN model handles the 

character recognition with high precision. Through proper 

pre-processing and the use of suitable datasets, the system 

is able to perform well in real-world scenarios. This project 

demonstrates how deep learning techniques can be 

effectively applied to automate tasks like vehicle 

monitoring, toll collection, and parking management, 

offering a smart and scalable solution for modern 

transportation needs. 
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