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Bank Churn Prediction: Leveraging Advanced Analytics for Customer 

Retention in the Banking Sector 

Abstract— Consumers are more likely to switch to better 

alternatives in today's fiercely competitive market if they 

believe they are available. If consumers have easy access to 

information, incur minimal switching costs, and are 

convinced that better options are available, they are more 

likely to switch. Particularly in markets with an abundance 

of information, this is true. As a result, businesses must keep 

a close eye on their clients in order to identify any potential 

problems. As a result of significant advancements in 

business intelligence, numerous information discovery and 

predictive analytics techniques have been developed. This 

study proposes a novel monitoring and forecasting 

paradigm for client attrition using data from ABC Bank's 

website. Historical churning behavior patterns were 

analyzed using data mining techniques to generate 

predictor variables for machine learning-based predictive 

models. To validate the efficacy of the classifiers, a sample 

of consumers who were about to depart was utilized. 

Businesses must plan for customer churn because it allows 

them to figure out customers who might stop using their 

services. Getting more customers is comparatively more 

expensive then retaining the old customers. As a result, it is 

critical to understand the precise marketing strategies that 

will increase the likelihood of retaining a customer who is 

about to leave. Businesses must consider a variety of 

customer habits, preferences, and cancellation factors in 

order to retain customers. Maintaining constant 

communication with each customer and determining when 

and how to run campaigns that will be most effective for 

them is critical. In order to develop effective marketing 

retention strategies, this study will introduce a novel 

method for identifying prospective customers who might 

leave anytime soon. 

Keywords— Customer Attrition, Data Mining, Predictive 

Analytics, Machine Learning, Classifier Validation, Customer 

Churn, Retention Strategies. 

I. INTRODUCTION  

A. Background and Problem Identification 

The ECB implemented unconventionally accommodating 

monetary policies (such as quantitative easing as well as 

negative interest rate policies) during the subprime mortgage 

crisis that occurred in 2008. These policies were designed to 

boost economic growth, inflation, and unemployment rates (An 

& Arch, 2014). The primary source of income for retail banks 

is highly dependent on the interest rate set by the ECB; 

consequently, retail banks' earnings decreased significantly 

despite the fact that the economies of nations that broke the 

rules improved. This stance has been maintained by the ECB 

for a very long time, and it is not very likely that it will shift in 

the near future. In order to combat these initiatives, financial 

institutions were required to investigate other potential sources 

of revenue. This typically entailed reducing operating expenses 

while also modifying pricing strategies by increasing 

commissions. These operations led to an increase in additional 

margins (commission income) for the banks, but at the same 

time, they led to an increase in both customer retention and 

customer churn. The rate at which a company loses customers, 

measured as the percentage of customers who stop doing 

business with the company within a given period of time, is 

known as customer churn, and it has become a major concern 

for many businesses all over the world (Chandar, Laha, & 

Krishna, 2006). 

This study will focus on a bank that is both one of the most 

well-known brands in the public consciousness and a popular 

corporation in the Portuguese business sector. The bank in 

question is the Banco do Porto. It was for a very long time one 

of the most important pillars of Portugal's financial system and 

a major driver of the economic growth of the country. In recent 

years, however, it has fallen on hard times. Due to the fact that 

it has been around for such a long time, it has one of the largest 

and most diverse customer bases in the country. Because of the 

need to protect customers' privacy, in this research, this 

organization has been addressed as bank XYZ. Because of the 

proliferation of the internet and social media, the retail banking 

industry has undergone significant transformations in recent 

years, making it simpler and more expedient for customers to 

access the information they require. It seems that the movement 

toward digitizing the processes involved in banking will 

continue. Bank XYZ is in the process of redesigning its branch 

network in order to accommodate this new reality. This effort, 

which may result in overall reductions, is intended to save 

money. The company generates leads for daily operations based 

on predetermined marketing strategies by utilizing its business 

intelligence architecture. These leads are then used in the 

company's operations. An increase in overall commissions has 

been associated with an increase in customer attrition, which 
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has implications for churn management, according to recent 

marketing research that has come to the attention of Bank XYZ. 

A separate organization was responsible for carrying out the 

investigation. The findings of the study were based on data 

collected in the United States of America.  In spite of these 

findings, the company has shown that it is committed to 

addressing customer churn in a proactive manner by continuing 

to prioritize this issue and launching marketing recovery 

initiatives. In order to maintain their status as customers, bank 

XYZ delays dealing with the issue until after the client has 

already vacated their account.  

B. Study Objectives and Importance 

The objective of this study is to use data mining and machine 

learning algorithms to lower the customer churn rate at bank 

ABC by devising a proactive strategy. The study aims to 

forecast the amount of customers who will leave the company 

by calculating the likelihood of departure for each individual 

customer in the company's database. The long-term objective is 

to establish a new paradigm for churn control so that marketing 

efforts can be directed toward retaining current customers 

rather than regaining former ones. The findings of this study are 

important for financial institutions because machine learning 

algorithms are very good at predicting which bank customers 

will stop using their services in the near future. It enables 

financial institutions to keep their existing customers and grow 

their profits. The predictive accuracy of churn models needs to 

be improved through additional research, and effective 

retention strategies need to be developed. The study addresses 

challenges encountered during the study, such as providing a 

challenging method for grading papers in accordance with bank 

specifications, to avoid making overly pessimistic predictions 

regarding the performance of the model. The findings of this 

study may have significant repercussions for the business world 

of finance. 

II. METHODOLOGY 

Attrition, also known as customer attrition, is the tendency of a 

consumer to switch from one brand of goods or services to 

another and become a paying customer of a different business 

or organisation. Customer churn rate refers to the proportion of 

customers who stop using a company's services or products 

within a given time frame. After multiple negative interactions, 

a customer may decide to stop doing business with your 

company (or just one company). In addition, if a substantial 

number of dissatisfied customers leave abruptly, there will be 

substantial financial and reputational losses. 

The "ABC BANK" is attempting to predict the Churn rate. 

Using various machine learning techniques, develop a 

predictive model of the optimal outcome. 

A. Dataset Details 

The goal of this report is met by utilizing an existing dataset 

from the Kaggle repository [23]. The dataset contains 10,000 

consumer records with 14 attributes. Among the many features 

of the dataset, the following stand out.: 

In this dataset, the Exited attribute is the dependent variable or 

target variable, while the remaining attributes are independent 

variables. However, some independent variables have little 

impact on the prediction of attrition. RowNumber, CustomerId, 

and Surname are removed from the set of independent variables 

due to their lack of significance. In the subsequent pre-

processing step, numeric attributes such as tenure, expected 

income, age, and credit score are scaled to a range between 0 

and 1. The training dataset and testing dataset are then split 

7:3:1. The classifier model creates a knowledge base and 

patterns using training data. This knowledge base is then 

utilized by the evaluation procedure. The presence of the 

dependent or target variable differentiates the training dataset 

from the testing dataset. The training dataset contains the 

independent and dependent variables required for building the 

knowledge base. However, the testing dataset will only contain 

known independent variables. Figure 1 depicts the dependent 

variable of the dataset, which is the distribution of customers 

who have abandoned purchases.  

 

Figure 1 Proportion of Customer Churned and Retained 

 

B. Data Pre-Processing 

Figure 1 depicts the four data preparation components. The 

sample data is then cleansed of elements (Row Number, 

Customer ID, and Surname) that have no relevance on the 

attrition forecast and are therefore omitted. String and 

categorical attributes were converted to numeric values using 

one-hot encoding because K-means can only understand 

numerical values. Only numerical values can be understood by 

K-means.  

Using data visualization, determine which characteristics have 

the strongest correlation with attrition. Append a few features 

to the churn classification to improve it in light of the findings 

of the visualization. 1,000 samples with seventeen qualities are 

used out of a total of 10,000 data entries. From the preprocessed 

data, training data (80%) and assessment data (20%) are then 

extracted. 

a. Scaling and One-hot Coding: 

i. Scaling:  

Min-max scaling is a normalisation technique used to convert 

numerical feature values to a standard scale, typically between 

0 and 1. 

 

 The formula for min-max scaling is: 

𝑆𝑐𝑎𝑙𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 =  (𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 
−  𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒) / (𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒 
−  𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒) 

where "minimum value" and "maximum value" refer to the 

minimum and maximum values of the feature in the dataset. 
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In the our code, the min() and max() functions are used to 

calculate the minimum and maximum values of each feature in 

the continuous_vars list.  

 
Figure 2 Scaling of the dataset using min() and max() 

 

This technique can enhance the efficiency of machine learning 

algorithms when all features are measured on the same scale. 

 

ii. One-hot Encoding: 

To make categorical variables into numerical variables, label 

encoding assigns distinct integer values to them. Categorical 

data sets are transformed in this way. Labels can be encoded 

using the LabelEncoder class from scikit-learn. class of coders. 

In our code, the 'Geography' and 'Gender' columns are selected 

from the input data X, and then label encoding is applied to each 

column using the fit_transform() method of the LabelEncoder 

object. The resulting encoded values are then assigned back to 

the respective columns of the input data X as shown below: 

 
Figure 3 Encoded Values using Label Encoder 

 

One-hot encoding is commonly used for machine learning 

models as they typically work with numerical data. By using 

one-hot encoding, we can convert categorical data into a 

numerical format that can be used in these models. 

 

C. Training, Validation and Test phases: 

A statistical model can be created by using a specific method 

and historical data. This model must be trained using a training 

set, which involves adjusting the classifier to match the 

available data. During training, a loss function is optimized to 

demonstrate the model's inability to match the training data. It 

is not a given that a model's predictions will be accurate when 

used to predict new data, even if it performs exceptionally well 

on the training set of data. An overfitted model performs well 

with the data it was trained on but poorly with fresh data. 

Overfitting may be influenced by both disorder and a small 

training set. It is necessary to evaluate a model using data that 

was not used during training in order to determine whether it is 

overfit or not. If a model can identify non-random patterns, its 

error rate when applied to fresh data should be similar to its 

error rate during training. To accurately assess the performance 

of a model, a validation set helps quantify error. The model's 

parameter calibration is crucial for minimizing error. The 

Holdout method and k-Folds cross-validation are two common 

validation techniques. The process concludes with testing is 

used to evaluate the performance of the model. Underfitting can 

also occur if a model is too simple and cannot accurately 

represent the fundamental trend of the data. To prevent 

underfitting, new features must be added or alternative 

classifiers must be used. 

D. Evaluation Metrics: 

Before optimising a classifier, it is necessary to select the metric 

to be used to ensure that the optimisation objective is 

maintained throughout the entire analysis. Sometimes, but not 

always, design guidelines provide the metric. If no metric is 

specified, data analysts must select the most appropriate metric 

based on the issue at hand. 

 

1) Accuracy: 

Due to its simplicity and intuitiveness, accuracy is one of the 

metrics utilized most frequently by data scientists. The 

classifier's accuracy is determined by the number of correctly 

predicted records. The technique is straightforward, and its 

application to problems involving multiple classes is even 

simpler.  

Accuracy =
 number_of_correct_predictions 

 total_number_of_records_to_be_predicted 
 

We can conclude that all classes have measurements with the 

same degree of precision using this equation. Accuracy is not a 

useful performance metric when some classes are more crucial 

to predict than others.  

 

2) Area Under the Curve: 

In data mining and ML, the Curve (AUC) is a familiar metric. 

It can only be used for tasks that require binary classification, 

in which only two outcomes are possible. In this context, the 

two classes are frequently referred to as positive and negative 

classes. As shown in Table 2.2, it is possible to specify exact 

values based on the projected class as opposed to the actual 

class. 

In particular, we define:  

True_Positive_Rate =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

False_Positive_Rate =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 

The term "True_Positive_Rate" refers to the percentage of 

"positive" records that the model accurately classified as 

"positive." The percentage of records that should have been 

interpreted as negative but were, in error, interpreted as positive 

is referred to as the "erroneous positive rate." (Real) Positive 

Having a negative mental attitude The actual positive evidence 

pertaining to (TP) (Predicted) (FP), the positive evidence 

concerning (TP) Invalid Positive False pessimism "Genuine 

Negative" is what "FN" stands for as an acronym. 

By contrasting the proportion of true positives to the proportion 

of false positives at each of a number of threshold levels, the 

ROC curve is created. The ROC curve's shape is assessed using 

the AUC. The ability of a classifier to distinguish between two 

groups is shown by the 12 AUC graph. For datasets with an 

uneven distribution of class members, the AUC calculation is 

required. The bias in the data is 95 percent negative and 5 

percent positive, making it unbalanced. We will talk about a 
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well-known problem in machine learning in this section. The 

area under the curve (AUC) can be used to determine how well 

the model understands the uncommon and challenging positive 

class. Due to the fact that a classifier can achieve high accuracy 

by ignoring the sparse positive class, accuracy alone cannot 

determine a model's efficacy. 

  

3) F-measure: 

 The F-measure is an indispensable evaluative metric. Recall 

and precision are two additional metrics included in Fmeasure. 

Keep in mind that the true positive rate is specified. In contrast, 

precision is determined according to Table 2.2: 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

The model produces relatively few errors in the positive class 

because almost all of the projected positive records will almost 

certainly be accurate and positive. Watch this. High-precision 

models can only find a small percentage of positive records 

because they are designed to minimize error to the greatest 

extent possible. A high recall shows that the model, despite 

making some mistakes in its attempt to include all potentially 

positive data, is able to correctly classify a significant number 

of positive records. A sizable portion of positive records are 

correctl categorised by a model with a high recall. These 

theories contend that recall and precision have an inverse 

relationship, with high recall implying low precision and low 

recall implying high precision. When both are required, high 

precision and recall can be combined into one metric to speed 

up the optimization process. It makes more sense to maximize 

one function as opposed to two or more.  

The harmonic mean of recall and precision, or F-measure, is the 

measurement in question. Here, recall is referred from ‘r’ and 

‘p’ is for precision.  

Then, 

F_measure =
2∗𝑟∗𝑝

𝑟+𝑝
 

It is critical to remember that a measure's F-value can only be 

considered high if its precision and recall are both high. This 

metric, in addition to the AUC, is useful for evaluating models 

that handle unbalanced datasets. 

E. Model Building: 

The current study proceeds through a multi-step classification 

process. We implement single learner models such as Logistic 

Regression classifier, SVM, along with the ensemble learning 

paradigm like Random Forest, Sstochastic Gradient Descent 

and XGBoost. We even apply deep learning Neural Network 

algorithms (NN). The best predictive model is chosen by 

comparing all the models. Fig. 2 shows the workflow for the 

methodology that was used. 

 

F. Algorithms Used: 

1) Logistic Regression: 

A classification algorithm will be used in this case to 

distinguish between customers who have left and those who 

have not. This is one of the most straightforward algorithms. Its 

values range from 0 to 1, depending on whether you use the 

sigmoid or logit function. 

∂(𝑧) =
1

(1 + 𝑒 − 𝑧)
 

 

Here, ∂ is sigmoid function. 

• z is function value.  

The following example illustrates the logistic function 

graphically: The application of logistic regression offers the 

following advantages: 

• It is simple to update and rearrange the data to avoid 

overfitting (Figs. 1 and 2). 

 

• Due to its adaptability, stochastic gradient descent is 

incredibly useful when adding new data, updating 

existing data, or updating existing data (in our case, 

when we will obtain a live data stream). One of the 

drawbacks of logistic regression is that it does not 

always function as expected. 

Figure 4 Logistic Function 
 

2) Random_Forest 

In the realm of machine learning, random forest ranks highly. 

One example of an ensemble technique is bagging (bootstrap 

aggregation). Because random forests generate and combine 

multiple decision trees, they produce more accurate and 

trustworthy results than decision trees. A disadvantage of 

decision trees is that their predictions are highly interdependent. 

The predictions of each subtree are less correlated, which is an 

improvement for random forest. The CART algorithm 

considers all variables and their associated values when 

figuring out the ideal data split point, in contrast to the random 

forest method, which can only search a randomly chosen subset 

of features. This makes it possible for the CART algorithm to 

choose the ideal data split point. The number of attributes that 

the algorithm must look at in order to find a split point is 

specified by a parameter (m).  

For the purpose of classification, ‘m’ has been computed as 

follows: 

m = √p 

Calculating ‘m’ in the context of regression can be done as 

follows: 

m = p/3 

where ‘p’ is the total number of variables being input. 

 The following are some of the benefits: 

• Random forests are useful in banking because of their 

ability to generate accurate and reliable forecasts as 

well as their robustness. It is used to distinguish 

between trustworthy and dangerous customers. 

• Multiple decision trees averaged together significantly 

reduce overfitting. The greatest disadvantage of 
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random forest is the difficulty in evaluating the model 

and determining the basis of the forecast. 

 

3) SVM: 

SVM is a classification-based algorithm that uses kernels to 

calculate the degree of separation between two variables. The 

goal of dividing two classes with a boundary or hyperplane is 

to minimize the distance between their closest value points. In 

our scenario, we distinguish customers who have left from 

those who have not. Maximum-margin This is the definition of 

a hyperplane. The following function is used to calculate the 

distance among 2 points using vector dot product: 

 

𝑆(𝑥) = 𝐵0 + ∑𝑖=1
𝑛  (𝑎𝑖 × (𝑥 × 𝑥𝑖)) 

 

The primary advantages of using SVM are that it is resistant to 

overfitting, particularly when applied to high-density datasets; 

in our case, the polynomial kernel was the best choice for the 

dataset. SVM may not perform as well with larger datasets due 

to its reliance on previously stored information of the support 

vectors. 

4) XGBoost: 

Unlike previous gradient boosting algorithm iterations, 

XGBoost employs a complex model to prevent overfitting and 

improve performance. XGBoost can be used for regression and 

ranking in addition to classifying data as "churn" or "no churn," 

as we have done in this article. XGBoost's feature selection 

process can be automated, and its randomization feature 

reduces tree correlation. The gradient boosting machine (GBM) 

approaches the optimization problem in two steps: 

Step-1: Determine the first phase of action. 

Step-2: While XGBoost uses a single equation to determine the 

step directly, the second stage optimizes the step length.  

 

5) Stochastic Gradient Descent: 

Stochastic Gradient Descent (SGD) is a popular optimization 

algorithm used in machine learning to train models, particularly 

when dealing with large datasets. It updates the model 

parameters on a subset of the data (mini-batch) instead of the 

entire dataset at once. 

 

To predict customer churn using SGD, a binary classification 

model must first be defined that can predict the likelihood of a 

customer churning based on their characteristics 

(demographics, behavior, usage patterns, etc.). The output is a 

probability between 0 and 1, indicating the likelihood of churn. 

 

A loss function, such as binary cross-entropy, should then be 

defined to measure the difference between the predicted churn 

probabilities and the actual churn labels. 

 

The data must be divided randomly into training, validation, 

and test sets. The training set is used to train the model, with 

SGD updating the model's parameters after each mini-batch of 

data. The model's performance on the validation set is 

evaluated, and hyperparameters, including the learning rate, 

regularization strength, and mini-batch size, are adjusted. 

Finally, the model's performance on unknown data is evaluated 

using the test set. 

 

6) Neural Networks: 

Using neural networks, financial institutions can forecast the 

loss of customers. A neural network is made up of many layers 

of connected nodes that can all learn from the input data and 

make precise predictions. 

The mathematical formula for a neural network is complex and 

depends on the specific architecture and activation functions 

used. However, the basic idea is that each node in the network 

receives inputs from the nodes in the previous layer, performs 

a mathematical transformation on these inputs, and passes the 

result on to the nodes in the next layer. During training, specific 

node weights and biases are changed to improve the agreement 

between predicted and actual outputs. 

a) Neural Network classifier with 1 Hidden layer - with 

Early Stopping: 

Early stopping is employed to prevent model overfitting by 

terminating the training process as soon as the model's 

performance on the validation set begins to decline. This 

method requires a validation set, which is a subset of the 

training data that is not used to train the model. Throughout 

training, the performance of the model on the validation set is 

evaluated at regular intervals; training is terminated if it fails to 

improve after a predetermined number of epochs. 

 

b) Neural Network Architecture with multiple Hidden 

layers 

The network architectures of deep neural networks (DNN) 

contain a large number of hidden layers. There could be one, 

two, or more hidden layers depending on the subject's 

complexity. Here's an illustration of a structure with three 

hidden levels: 

 

• Input Layer: The input characteristics are stored in this 

layer. The number of nodes in this layer is proportional to 

the number of input features 

• Hidden Layer 1: This layer contains the same number of 

nodes as the hidden units. Each node in this layer receives 

input from nodes below it and nonlinearly transforms it. 

• Hidden Layer 2: Like Hidden Layer 1, this layer is made 

up of a fixed number of nodes that represent hidden units. 

Each node in this layer receives input from nodes below it 

and nonlinearly transforms it. 

• Hidden Layer 3: Like Hidden Layer 2, this layer contains 

the same number of nodes as hidden units. Each node in 

this layer receives input from nodes below it and 

nonlinearly transforms it. 

• Output Layer: The output nodes in this layer represent the 

projected class or value. The number of nodes in this 

stratum is determined by the nature of the problem being 

addressed. 

To train the network, we use backpropagation to compute the 

gradients of the loss function with respect to the weights and 

biases, and update them using gradient descent or a variant such 
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as Adam or RMSprop. Early stopping can also be used to 

prevent overfitting. 

c) Neural Network Architecture with Early Stopping 

A common neural network architecture with early stopping 

involves the following steps: 

1. Input layer: The input layer receives the input data. 

2. Hidden layers: The hidden layers perform nonlinear 

transformations on the input data to extract features and 

representations. 

3. Output layer: The output layer produces the final 

predictions. 

4. Early stopping: During the training process, a portion of 

the data is reserved for validation. The performance of the 

model on the validation data is monitored, and training is 

stopped when the validation performance stops improving. 

 

III. EXPERIMENTAL RESULTS AND DISCUSSIONS 

After that, by comparing the data to the suggested models, the 

classification accuracy of churners and non-churners is 

evaluated. The test results indicate that only one customer may 

experience a defect while everyone else does not. 

 

A. BoxPlots 

Box plots show outliers in a dataset. With the exception of 

"outliers" that have been mathematically identified and are 

depicted in a different colour, the whiskers in a box plot 

represent the remainder of the distribution, while the central 

rectangle represents the interquartile range. 

Each continuous variable in the dataset gets a box plot, one for 

each level of the target variable (for example, one for customers 

who left and one for those who stayed). As a result, we can 

compare similar data points side by side to find outliers. Finding 

instances where the box plot strays from its whiskers is the next 

step. 

 These points are considered outliers and may need to be 

removed or treated in some way before modelling. 

The boxplot above provides an in-depth understanding of the 

following characteristics: 

• Credit Score: It is obvious that having a low credit score 

has little effect on customer loss or customer churn. 

• Age: The bank might lose some of its more senior 

customers. It's conceivable that this is being done to keep 

younger workers. 

• Balance: The bank is losing a significant number of 

customers with high account balances. This may have an 

impact on the bank's capitalization. 

• Estimated Salary: It does not appear that Estimated Salary 

has a significant effect on customer churn. 

• Number of Products: This factor does not appear to have 

a substantial impact on customer churn. 

• Tenure: This example demonstrates how new hires and 

older customers are more likely to churn. 

 

 
Figure 5 Box Plot Different Features 

B. ROC Curve 

The ROC curve is an effective tool for displaying how well a 

classification model performs at different levels of 

categorization. Most frequently, the ratio of true positives to 

false positives is used to evaluate the affiliation among 

sensitivity as well as the specificity. If the AUC is equal to or 

greater than 0.80, it is assumed that a randomly selected churner 

(with DepVar=1) will perform better than a randomly selected 

non-churner (with DepVar=0). This remains true even if the 

area under the curve is not equal to or greater than 0.80. When 

there is a significant difference between the distributions of two 

groups, the area under the curve will be one. In other words, the 

test's accuracy increases as the graph approaches either its 

upper or lower limit, but decreases as it approaches the 

diagonal. 

 

 
Figure 6 ROC Curve of different Classifiers 

 

The Random Forest (RF) classifier has the highest ROC score 

(0.7705) and, as a result, the largest area under the curve, as 

depicted in the preceding graph. 

From this, we finally choose the Random Forest classifier as 

our final machine learning classifier model. 

On our test data, we apply the Random Forest Classifier and the 

results are depicted by the ROC curve below: 
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Figure 7 ROC Curve of Random Forest Classifier 

 

On previously unreleased test data, the model's accuracy in 

predicting 1s, or customers who leave, is marginally higher. 

Despite its high accuracy, the model misses more than half of 

the people who ultimately churn. 

This could be enhanced by continuously feeding the model with 

new training data and using the model to retain the 61 percent 

of data that would otherwise be lost. 

 

IV. DISCUSSION 

To achieve the study's goal, a great deal of emphasis has been 

placed on applying and comparing all models. The primary 

focus of this study is the predictive model's performance. For 

the following reasons, the models are contrasted: 

• According to Table 9, the XGBoost Classifier and Random 

Forest had accuracy of 88.81% and 89.53%, respectively. 

However, the combined accuracy of these two models has 

increased to 87%. A significant improvement was discovered 

when comparing the efficacy of different models. 

 

 
Figure 8 Comparison of Accuracy of all the models 

 

 Precision calculations do not take into account the potential for 

false-positive or false-negative results. Metrics for accuracy 

and recall concentrate, respectively, on false positive and false 

negative results. The f1-score is strongly advised because it can 

be used for a variety of things. The proportion of correctly 

predicted positive observations to all predicted observations is 

referred to as the "precision" ratio. The Random Forest 

Classifier model has the highest precision score, achieving a 

90% accuracy rate. because the model's 90% classification 

accuracy. Precision lowers the percentage of false-positive 

findings. The percentage of correctly predicted positive 

observations to all of the observations in a class is known as 

recall. The algorithm that comes closest to 98.00, the Random 

Forest Classifier, has the highest recall score. 

Figure 9 Comparison of Precision of all Models 

 

• When the f1-scores of the constituent parts of the hybrid 

model were compared, the XGBoost model had a 

significantly lower f1-score than the Random Forest 

model. Both models have improved accuracy, according to 

XGBoost, with a f1-score of 93%. The Random Forest 

model also performed well, scoring 94% on the f1 test. In 

this case, it is critical to outperform Random Forest and 

XGBoost in terms of f1-score.  

• It is critical to assess the significance of various 

characteristics in order to make the most accurate forecast. 

Relevant factors such as expected salary, credit card 

ownership, and others appear to be major impediments to 

customer retention strategies. It is critical to evaluate these 

factors in order to attract customers. 

Figure 10 Comparison of Recall of all models 

 

Figure 11 F1-Score for all the models 

http://www.ijsrem.com/
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V. CONCLUSION 

In conclusion, churn prediction is crucial for businesses to 

develop customer retention strategies and retain loyal 

customers. False positive rates should be kept low to prevent 

giving promotions to customers who are not actually churning, 

which can lead to significant losses for the business. Precision 

is the most significant criterion because of its relationship to the 

quantity of false-positive results. An important performance 

indicator is the accuracy score, which is determined by dividing 

the total number of observations by the number of accurate 

predictions. For accuracy, precision, recall, and F1 (89.53 

percent, 90.00 percent, 98.00 percent, and 94.000 respectively), 

the Random Forest Classifier model received the highest 

scores. 
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