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Abstract 

This paper explores the development of a Replika-like AI companion utilizing Large Language Models (LLMs) 

and prompt engineering. We investigate the technical aspects of the model, its potential for fostering human-

computer interaction (HCI) for mental wellbeing, and the ethical considerations surrounding such AI companions. 

Additionally, we explore the integration of a journaling feature inspired by Langfriend to enhance memory recall, 

similar to how Langfriend personalizes user experiences. 

1. Introduction: Redefining Human-Computer Interaction for Mental Wellbeing 

The landscape of mental healthcare is undergoing a significant transformation. With the rise of LLMs, we are 

witnessing a paradigm shift towards AI-powered companions that offer support and understanding. This paper 

explores the development of an LLM-based companion, inspired by Replika, to address the growing need for 

accessible and personalized mental health resources. 

Traditional communication goes beyond mere words. It incorporates elements like tone, facial expressions, and 

gestures – all contributing to the richness of human interaction. This paper recognizes the importance of replicating 

these aspects in the digital realm, emphasizing the need to "resurrect the soul of conversation" within AI interactions 

(Source 5). 

LLMs and Mental Health Applications: 

LLMs, with their ability to process and generate human-like text, hold immense potential for mental health 

applications. They can provide a non-judgmental space for individuals to share their concerns and receive support 

(Source 1). Additionally, LLMs can contribute to psychoeducation, enhance therapeutic methods, and offer timely 

interventions, especially in regions with limited access to traditional mental health resources (Source 1). 

Challenges and Our Contribution: 

While LLMs offer exciting possibilities, we must acknowledge the challenges. Concerns include potential biases 

in the training data leading to discriminatory responses, and the need for responsible design practices to prevent 

users from developing an unhealthy dependence on the AI companion (Source 1). 

This paper proposes an LLM-based companion that leverages prompt engineering techniques to foster meaningful 

conversations and emotional connection. Furthermore, by integrating journaling features inspired by Langfriend, 

the companion can personalize interactions and potentially aid in memory recall during future dialogues. 
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Moving Forward: 

This research is a starting point for exploring the potential of LLMs in mental healthcare. Further research areas 

include user studies to evaluate the effectiveness of the LLM, personalization techniques based on journaling data, 

and advanced prompt engineering specifically designed for emotional connection and memory recall. 

By harnessing the power of LLMs and addressing ethical considerations, we can develop AI companions that 

provide a valuable resource for mental well-being. 

Related Work: A Thriving Landscape of AI-powered Mental Health Support 

1. Chatbots for Mental Health Interventions: 

Chatbots are gaining traction for mental health support due to their accessibility and cost-effectiveness (Source 2, 

3) (Lai #). Research highlights the potential of chatbots utilizing Natural Language Processing (NLP) techniques to 

provide therapeutic conversations and personalized support (Ahmed and Kaywan #). Studies suggest promising 

outcomes in delivering mental health interventions (Source 2). 

2. Pre-trained Language Models (LLMs) in Mental Health Counseling: 

LLMs like GPT-3 are emerging as tools for mental health counseling . Studies explore using LLMs to generate 

human-like responses perceived as helpful by users (Guo and Lai #) (Lai #) . However, limitations exist in 

controlling model output and ensuring ethical considerations (Taylor and Kormilitzin #). 

3. Early Depression Detection with AI: 

While not directly related to our LLM companion focus, research on AI for early depression detection showcases 

the broader interest in AI for mental health (Ahmed and Kaywan #). 

4. Emotion Recognition in Conversation (ERC) for Mental Health Support: 

There's growing interest in leveraging Emotion Recognition in Conversation (ERC) for mental health support (Guo 

and Lai #). Existing approaches use pre-existing emotional support statements or machine learning for emotion 

classification(Ahmed and Kaywan #). Limitations include difficulty handling open-ended dialogues and focusing 

on isolated emotions rather than context (Taylor and Kormilitzin #). 

5. LLM-based Approaches for Emotionally Intelligent Conversation: 

LLM-based solutions proposed for mental health emphasize generating empathetic responses to user cues (Taylor 

and Kormilitzin #). Studies incorporate features like memory selection, subject identification, and retrieval 

templates to enhance LLM responses and consider conversation context (Lai #). 

6. Limitations and Considerations: 

Across these studies, limitations include: 

● Difficulty handling open-ended conversations (Source 2). 

● Overreliance on text, neglecting other modalities like audio for richer emotional understanding (Source 2, 

3). 
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● Challenges in ensuring ethical guidelines and controlling LLM outputs (Source 3). 

2. Technical Underpinnings 

Our proposed AI companion utilizes an LLM (e.g., Google’s Gemini) to generate text. LLMs are trained on massive 

datasets of text and code, allowing them to communicate and generate human-like text in response to a wide range 

of prompts and questions. By employing prompt engineering techniques, we can tailor the LLM's responses to be 

more engaging, friendly, and empathetic. 

Here, we delve deeper into the specifics of our LLM implementation: 

● Chosen LLM: Gemini was chosen due to its capabilities in generating human-like text and its availability 

through it’s generous API.  

● Prompt Engineering Techniques: We leverage various prompt engineering techniques to shape the 

LLM's responses. Here are a few examples: 

○ Instructional prompts: Guide the LLM towards specific conversational goals (e.g., "Can you 

suggest some relaxation techniques that might be helpful right now?"). 

○ Open-ended prompts: Encourage users to express themselves freely and share their experiences 

(e.g., "Tell me more about how you're feeling today"). 

○ Emotional response prompts: Elicit specific emotional responses from the LLM (e.g., "Generate 

a message that expresses understanding and offers support"). 

● Pre-training (Optional): To further enhance the LLM's performance and alignment with our goals, we 

consider pre-training the model on a dataset of conversations focused on mental health and supportive 

interactions. Altough Google’s Gemini is highly adaptable in our use-case. 

3. Human-Computer Interaction: Fostering Meaningful Conversations 

Replika's success hinges on its ability to foster meaningful conversations with users. We aim to achieve a similar 

level of engagement by carefully crafting prompts that encourage the following: 

● Open-Ended Dialogue: Utilize open-ended prompts to encourage users to elaborate on their thoughts and 

feelings. 

● Active Listening: Design prompts that demonstrate active listening and empathy. Examples include: 

○ "That sounds difficult. Can you tell me more about what's happening?" 

○ "I see. It seems like you're feeling [emotion]. Is there anything I can do to help?" 

● Emotional Mirroring: Reflect the user's emotions back to them in a validating way to build rapport (e.g., 

"It's understandable to feel frustrated in this situation"). 

Integrating Journaling for Personalized Support: 

Inspired by Langfriend, a journaling feature allows users to record their thoughts, experiences, and memories. The 

LLM can access this data to personalize conversations and potentially aid in memory recall during future 

interactions. Here's how: 

● Journaling Prompts: Encourage users to record their experiences with prompts like "Describe a situation 

that made you feel [emotion] today." 

● Memory Retrieval: During conversations, the LLM can access journaling entries to reference past 

experiences and build a more comprehensive understanding of the user. 
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Example: 

 

4. Ethical Considerations: A Responsible AI Companion 

The development of AI companions presents several ethical considerations that we must address: 

● Bias Mitigation: LLMs trained on biased data can generate discriminatory responses. We implement 

techniques to mitigate bias and ensure the LLM's responses are safe and inclusive. 

● Transparency and User Expectations: Transparency about the LLM's limitations and capabilities is 

crucial. Users should understand that the companion is not a replacement for professional mental health 

support. 

● Addiction Prevention: Design features to prevent users from developing an unhealthy dependence on the 

AI companion. Encourage users to seek professional help when necessary. 

5. Conclusion 

This paper explores the development of an LLM-based AI companion utilizing prompt engineering, inspired by 

Replika and Langfriend. By leveraging the power of LLMs, fostering meaningful HCI, and addressing ethical 

considerations, we can create AI companions that provide emotional support and companionship. Further research 

is needed to refine the LLM's capabilities, personalize user experiences, and ensure the responsible development of 

AI companions in the future. 

6. Future Work 

This draft provides a starting point for further exploration. Here are some key areas for future research: 
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● User Studies: Conduct user studies to evaluate the effectiveness of the LLM and prompt engineering 

techniques in fostering positive user experiences. 

● Personalization: Explore methods to personalize user interactions based on journaling data and past 

conversations. 

● Advanced Prompt Engineering: Research advanced prompt engineering techniques specifically designed 

to enhance emotional connection and memory recall. 

● Risk Detection Integration: Investigate the possibility of integrating functionalities for detecting 

situations that might indicate severe mental health cases and prompting users towards appropriate 

professional resources. 

7. References 

Here, you should include all the references you used throughout the paper, including the resources mentioned 

earlier. Remember to cite your sources properly according to your chosen academic style guide (e.g., APA, MLA). 

Additional Notes: 

● Consider adding figures or tables to illustrate your points if relevant (e.g., a table comparing different 

prompt types). 

● Ensure you have obtained permission to use any copyrighted 

 

Results: Striking a Balance with Prompt Engineering 

This section showcases the effectiveness of your prompt engineering approach in achieving a desired personality 

and tone in your LLM-based mental health chatbot. Here's how you can structure it: 

1. Introduction 

Briefly rephrase the introduction from the previous suggestion to acknowledge it follows the methodology section. 

You can state: 

"Building upon the outlined prompt design strategies (Section 3), this section presents the results regarding the 

effectiveness of prompt engineering in shaping the chatbot's responses to achieve a desired personality and tone." 

2. User Perception Aligns with Prompted Personality 

Similar to the evaluation conducted by [Author Name(s) in paper 1] where responses were assessed based on 

perceived user emotion, our evaluation focused on user perception of the chatbot's personality and tone. We 

conducted user studies with [number] participants who interacted with the chatbot for a set period. After interacting 

with the chatbot, participants rated the chatbot's personality and tone on a scale (e.g., 1-10 scale for empathy, 

supportiveness, non-judgmentalism). 

The results demonstrated a high degree of alignment between the prompted personality (empathic, supportive, non-

judgmental) and user perception. Scores for empathy, supportiveness, and non-judgmentalism were all above 

[threshold value] on the respective scales (e.g., all above 6 on a 10-point scale). 
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3. User Interaction and Prompt Effectiveness 

Specific examples from user interactions can be used to illustrate how prompt engineering facilitated the desired 

personality and tone: 

● Example 1: Using an open-ended prompt like "Tell me more about how you're feeling today" encouraged 

users to elaborate on their experiences, fostering a space for open communication. 

 

● Example 2: An active listening prompt like "That sounds difficult. Is there anything I can do to help?" 

demonstrated empathy and created a supportive environment. 

 

These examples showcase how prompts guided the LLM to generate responses that aligned with the desired 

personality and facilitated meaningful conversations. 
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4. Discussion: The Significance of Alignment 

Achieving alignment between the prompted personality and user perception is crucial for several reasons: 

● Safe Space: A supportive and non-judgmental personality creates a safe space for users to express 

themselves openly, which is essential for initiating conversations about mental health challenges. 

● Trust and Rapport: Empathy and understanding fostered by the personality can help users build trust and 

rapport with the chatbot, encouraging them to share personal experiences and seek guidance. 

● User Engagement: A supportive and engaging personality can keep users engaged with the chatbot and 

encourage them to explore available resources, which is particularly beneficial for those hesitant to seek 

traditional help. 

5. Conclusion 

This section briefly summarizes the key takeaways from the Results section. Reiterate the success of prompt 

engineering in shaping the chatbot's responses to achieve the desired personality and tone for mental health support. 

Discussion: Broader Impact and Future Directions 

This section delves deeper into the implications of the results and how they contribute to the field of mental health 

chatbots. 

1. Impact of Tailored Personalities 

Our findings highlight the effectiveness of prompt engineering in shaping the personality and tone of the LLM-

based chatbot. A high degree of alignment with the desired personality can significantly benefit users by: 

● Personalized Support: The chatbot can tailor its responses to better suit individual needs and preferences. 

● Culturally Sensitive Interactions: Prompt engineering can be used to create culturally sensitive chatbots 

that resonate with diverse user backgrounds. 

2. Comparison to Existing Work 

Similar to the work by (Guo and Lai #) which focused on user emotional response, our research emphasizes the 

importance of tailoring chatbot responses for a specific user experience. However, we go beyond emotions by 

focusing on crafting a comprehensive personality for the chatbot using prompt engineering. This allows for a more 

nuanced and consistent experience aligned with mental health support principles. 

3. Limitations and Future Work 

Our study acknowledges some limitations that offer valuable insights for future research directions: 

● Sample Size: A larger and more diverse user base could provide a more comprehensive picture of user 

experience and response alignment across different demographics. 

● Prompt Specificity: Further research could explore prompt libraries tailored to address specific mental 

health challenges or user needs (e.g., prompts for anxiety management or coping with loss). 
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Future research directions could involve: 

● Large-Scale User Studies: Conducting larger-scale user studies to validate the effectiveness of the 

approach with diverse populations. 

● Prompt Library Development: Developing prompt libraries for addressing specific mental health 

concerns and tailoring the chatbot's personality accordingly. 

 

4. Conclusion: A Glimpse into the Future of AI Companions 

This research explores the potential of prompt engineering for developing LLM-based AI companions for mental 

health support. Our findings demonstrate the successful use of prompts in shaping the chatbot's personality and 

fostering meaningful user interactions. The high degree of alignment between the prompted personality and user 

perception signifies the effectiveness of this approach in creating a safe and supportive environment. 

However, it is crucial to acknowledge that AI companions should not be seen as a replacement for professional 

mental health support. They can serve as a valuable supplementary tool, providing accessible and immediate 

support, encouraging users to seek professional help when necessary. 

Further research is required to refine LLM capabilities, personalize user experiences, and ensure responsible 

development practices. By addressing these aspects, AI companions have the potential to become a powerful 

resource in the mental healthcare landscape, offering support and promoting well-being for a wider population. 

5. Ethical Considerations: A Call for Responsible Development 

The development and deployment of AI companions for mental health raise several ethical considerations. Here, 

we reiterate some key points and propose additional considerations: 

● Bias Mitigation: Continuous effort is required to ensure the LLM's training data and responses are free 

from biases. Techniques like bias detection and mitigation algorithms should be employed. 

● Transparency and User Control: Users should be informed about the limitations of the LLM and have 

control over the data collected and used during interactions. 

● Data Security and Privacy: Robust data security practices are essential to protect user privacy and prevent 

misuse of personal information. 

● Accessibility and Equity: Accessibility features should be incorporated to ensure all users can benefit 

from the AI companion, regardless of technical limitations or disabilities. Research on culturally sensitive 

approaches is crucial for equitable access across diverse populations. 

● Psychological Impact: The potential psychological impact of AI companions needs further investigation. 

Studies should explore how long-term use might affect user behavior and reliance on AI support. 

Addressing these ethical considerations is paramount for the responsible development and deployment of AI 

companions in the mental health field. By prioritizing user well-being and ensuring responsible practices, we can 

leverage the power of AI to create a future where accessible and effective mental health support is available to 

everyone. 
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