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Abstract: Brain tumors can happen in the brain tissue. Nearby 

locations include nerves, the pituitary gland, the pineal gland, 

and the membranes that cover the surface of the brain. 

Although MRI images are a popular imaging method for 

evaluating these tumors, the volume of data it generates makes 

it difficult to manually segment the images in a reasonable 

amount of time, which restricts the use of precise quantitative 

assessments in clinical settings. The enormous spatial and 

structural heterogeneity among brain tumors makes automatic 

segmentation a difficult task, hence dependable and automatic 

segmentation methods are needed. This project focuses on 

developing deep learning models based on convolutional neural 

network and watershed algorithms to perform the automated 

semantic image segmentation of the MRI images of the brain. 

We explore the current state of the CNNs architecture and 

evaluate them on the BraTS dataset. Different regularization 

methods and hyperparameters are tested and optimized through 

a series of experiments. Finally, a web application is created so 

that the developed models can be used easily by medical 

practitioners. 

 

Key Words: CNN, Deep Learning, Histogram of Oriented 

Gradients (HOG), Fully Convolutional Networks (FCNs), 

Conditional Random Fields (CRFs), Support Vector Machine 
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I. INTRODUCTION 

A brain tumor is an abnormal mass of cells in the brain that 
grows uncontrollably. Since the skull is rigid and confined, any 
unexpected growth can significantly impact neurological 
functions, depending on the affected brain region. Brain tumors 
can be either benign (non-cancerous) or malignant (cancerous). 
According to medical statistics, brain and other nervous system 
cancers are the tenth leading cause of death, with survival rates 
of 34% for males and 36% for females over five years. The 
most common brain tumor in adults is glioma, which originates 
in glial cells. The World Health Organization (WHO) classifies 
gliomas into four grades (I-IV) based on severity, where high- 
grade gliomas (III-IV) are often fatal, while low-grade gliomas 
(I-II) grow more slowly and allow for prolonged life 
expectancy. Early diagnosis of brain tumors can significantly 
improve treatment outcomes and survival rates. 

 
Image segmentation is a crucial process in medical imaging that 
partitions an image into distinct regions with similar 
characteristics. Brain tumor segmentation focuses on 
differentiating tumorous from non-tumorous brain tissue. MRI 
scans are the preferred imaging technique for brain tumor 
detection due to their non-invasive nature and high-resolution 
soft tissue contrast. However, accurately segmenting brain 
tumors remains a challenge due to variations in tumor size, 
shape, and intensity. The intensity values of tumors often 

***   

overlap with those of healthy brain tissue, making it difficult to 
distinguish them clearly. To enhance segmentation accuracy, 
multiple MRI modalities such as T1-weighted, T1-weighted 
with contrast, and T2-weighted images are often combined. 

 
Developing automated and reliable segmentation methods is 
necessary to improve the efficiency and accuracy of brain 
tumor detection. Manual segmentation is time-consuming, 
inconsistent, and prone to errors, making automation essential. 
However, automated segmentation presents its own challenges, 
as tumors can have irregular boundaries and deform 
surrounding tissues. The BraTS (Brain Tumor Segmentation) 
challenge has contributed significantly to this field by 
providing standardized datasets and performance benchmarks. 
Recent advancements in artificial neural networks (ANNs), 
particularly convolutional neural networks (CNNs), have 
shown superior performance in medical image analysis, often 
outperforming human experts in tumor detection and 
segmentation. 

 
This project aims to develop an automated brain tumor 
segmentation system using multimodal MRI images to 
generate precise tumor masks. The study builds upon deep 
learning models, specifically the U-Net architecture, which has 
achieved high accuracy in medical image segmentation. The 
dataset used is BraTS 2020, consisting of MRI scans with 
ground-truth labels. The project evaluates different 
segmentation techniques, optimizes CNN parameters, and 
integrates a marker-based watershed algorithm for boundary 
refinement. Additionally, a user-friendly graphical interface is 
developed, allowing medical professionals to efficiently utilize 
the automated system for brain tumor detection, enhancing 
diagnostic accuracy and decision-making. 

 

II. DESIGN AND METHODOLOGY 

 
The design and methodology of this project involve multiple 

stages, starting with data collection and preprocessing. The 

BraTS dataset, which includes labeled MRI scans, is utilized to 

train and validate the model. The images undergo 

preprocessing techniques such as thresholding, denoising, and 

normalization to enhance their quality and improve 

segmentation accuracy. Additionally, data augmentation is 

applied to address class imbalance, ensuring that the model 

learns from a diverse set of tumor samples. These steps help in 

preparing the dataset for effective feature extraction and 

classification. 

 

A deep learning-based approach using Convolutional Neural 

Networks (CNN) is implemented for tumor classification. The 

CNN architecture consists of multiple convolutional layers that 

extract features from the MRI images, followed by pooling 

layers to reduce dimensionality while preserving essential 
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details. The ReLU activation function is used to introduce non- 

linearity, and a fully connected softmax layer classifies the 

input images into tumor and non-tumor categories. This model 

is trained using an optimized loss function and adaptive 

learning techniques to enhance performance. 

 

For accurate tumor segmentation, the marker-based watershed 

algorithm is integrated into the system. This algorithm 

segments the MRI images by detecting object boundaries, 

ensuring precise localization of tumor regions. Additional edge 

detection techniques, such as Sobel and Canny filters, are 

applied to refine the segmentation results. By combining CNN 

classification with watershed segmentation, the system 

improves its ability to differentiate between tumorous and non- 

tumorous regions, leading to more reliable outputs. 

 

To facilitate practical application, a web-based interface is 

developed, allowing medical professionals to upload MRI 

scans and receive automatic segmentation results. The backend 

consists of the trained CNN model integrated with an optimized 

segmentation pipeline. This user-friendly interface ensures that 

medical practitioners can efficiently utilize the system for real- 

time tumor detection and analysis, ultimately contributing to 

improved diagnostic accuracy and decision-making in clinical 

settings. 

 

Algorithms Used 

 
1. Convolutional Neural Network (CNN) for 

Classification 

The Convolutional Neural Network (CNN) is the primary deep 

learning model used for classifying MRI scans into tumor and 

non-tumor categories. The CNN architecture consists of 

multiple convolutional layers that extract important features 

from MRI images, pooling layers that reduce dimensionality 

while preserving essential details, and fully connected layers 

for classification. ReLU activation is used to introduce non- 

linearity, and a final softmax layer predicts the probability of 

tumor presence. The model is trained using an adaptive 

optimizer to fine-tune parameters and improve classification 

accuracy. 

 

 

 

2. Marker-Based Watershed Segmentation Algorithm 

The watershed algorithm is used to segment tumor regions 

from MRI scans by treating the image as a topographic 

map. The bright regions in the image represent high 

elevations, while the dark regions act as valleys. The 

algorithm begins by marking tumor areas as foreground 

and healthy tissue as background markers. Water 

simulation is then applied, filling these regions until 

boundaries are formed between different segments. This 

method ensures precise tumor segmentation, reducing 

false positives and false negatives. 
 

 

3. Edge Detection Using Sobel and Canny Filters 

To refine the segmentation results, edge detection techniques 

like Sobel and Canny filters are applied. These filters enhance 

the contrast between tumor and non-tumor regions, making it 

easier to identify tumor boundaries. The Sobel filter calculates 

intensity gradients in different directions, while the Canny filter 

detects edges by applying Gaussian smoothing followed by 

non-maximum suppression and hysteresis thresholding. These 

techniques improve the overall accuracy of the segmentation 

process. 
 

 

 

 

 

Image Thresholding for Preprocessing 

Image thresholding is used to convert grayscale MRI images into 

binary representations, simplifying segmentation. Adaptive 

thresholding dynamically adjusts the threshold value based on 

local pixel intensity variations, ensuring better segmentation 

even in images with uneven lighting. This preprocessing step is 
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essential for improving the input quality before applying deep 

learning models and segmentation techniques. 
 

 

 

 

III. LITERATURE REVIEW 

Brain tumor detection and segmentation have been widely 

researched due to their significance in medical diagnosis and 

treatment planning. Traditional methods relied on manual 

segmentation performed by radiologists, which is highly time- 

consuming, prone to errors, and subject to inter-operator 

variability. With the advancement of medical imaging and 

artificial intelligence, automated segmentation techniques have 

gained attention, offering improved accuracy and efficiency in 

detecting brain tumors from MRI scans. 

 

Several early studies explored statistical and conventional 

machine learning techniques for brain tumor segmentation. 

Support Vector Machines (SVM) and K-Means clustering were 

among the widely used approaches for classification and 

segmentation tasks. However, these methods required 

extensive feature engineering and struggled with variations in 

tumor shape, size, and intensity. Due to their limitations in 

handling complex medical images, researchers began shifting 

toward deep learning techniques for more accurate and robust 

tumor detection. 

 

Deep learning, particularly Convolutional Neural Networks 

(CNNs), has emerged as a dominant approach for brain tumor 

classification and segmentation. CNNs have the capability to 

automatically learn hierarchical features from images, 

eliminating the need for manual feature extraction. Studies 

have demonstrated that CNN-based models outperform 

traditional machine learning techniques in classifying MRI 

scans into tumor and non-tumor categories. Additionally, fully 

convolutional networks (FCNs) and U-Net architectures have 

been widely adopted for precise tumor segmentation. 

 

One of the notable contributions in this field is the development 

of the U-Net architecture by Ronneberger et al. in 2015. U-Net 

is a deep learning-based segmentation model that has 

demonstrated remarkable performance in biomedical image 

analysis. It consists of an encoder-decoder structure, where the 

encoder captures spatial features, and the decoder reconstructs 

segmentation masks. U-Net has been extensively used in Brain 

Tumor Segmentation (BraTS) challenges and has shown 

superior accuracy compared to other architectures. 

 

Another important study focused on integrating Conditional 

Random Fields (CRFs) with deep learning models to enhance 

segmentation accuracy. CRFs help refine the segmentation 

results by considering spatial dependencies between pixels. 

Studies have shown that combining CNNs with CRFs leads to 

improved boundary detection and reduces false positives in 

brain tumor segmentation. These hybrid models have been 

particularly useful in differentiating between various tumor 

subtypes, such as gliomas, meningiomas, and pituitary tumors. 

 

In recent years, researchers have explored attention mechanisms 

and transformer-based models for medical image 

segmentation. Attention U-Net and Vision Transformers 

(ViTs) have demonstrated promising results in accurately 

detecting brain tumors. Attention mechanisms enable models 

to focus on important regions in an image, leading to better 

localization of tumor boundaries. These advancements indicate 

a shift toward more sophisticated deep learning techniques that 

can handle complex medical imaging data more effectively. 

 

Apart from deep learning models, several studies have explored 

the use of multi-modal MRI imaging for brain tumor detection. 

MRI scans consist of different modalities such as T1-weighted, 

T2-weighted, FLAIR, and contrast-enhanced T1c images. 

Researchers have shown that fusing information from multiple 

modalities improves the accuracy of tumor segmentation. 

Multi-modal approaches provide complementary information 

about tumor structure and intensity variations, leading to more 

reliable segmentation results. 

 

Furthermore, Generative Adversarial Networks (GANs) have 

been used in brain tumor segmentation to generate synthetic 

MRI images and augment training datasets. GANs can create 

realistic MRI scans, helping in training deep learning models 

with limited datasets. Studies have demonstrated that using 

synthetic data improves the generalization capability of 

segmentation models, reducing overfitting and enhancing 

performance on unseen medical images. 

 

Another significant aspect of brain tumor detection research is 

the development of lightweight models for real-time 

applications. Traditional deep learning models require 

substantial computational power, making them impractical for 

deployment in resource-constrained environments. 

Researchers have proposed efficient CNN architectures such as 

MobileNet and EfficientNet to reduce model complexity while 

maintaining high accuracy. These models enable faster 

inference, making automated brain tumor detection accessible 

in clinical settings. 

 

Recent studies have also investigated the integration of 

explainable AI (XAI) techniques to enhance the interpretability 

of deep learning models. Explainable AI methods, such as 

Grad-CAM and SHAP, provide visual explanations of model 

predictions, helping medical practitioners understand how the 

model arrives at its decision. This transparency is essential in 

gaining trust in AI-driven medical diagnostics and ensuring 

ethical deployment of AI in healthcare. 
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Overall, the advancements in deep learning, multi-modal 

imaging, and explainable AI have significantly improved brain 

tumor detection and segmentation. While deep learning models 

have achieved state-of-the-art accuracy, challenges such as 

class imbalance, dataset availability, and real-time deployment 

remain areas of ongoing research. Future work aims to integrate 

AI-driven diagnostic systems into healthcare workflows, 

making brain tumor detection more efficient and accessible to 

medical professionals worldwide. 

 

 

 

IV. RESULTS AND DISCUSSION 
 

fig: 8.1: Brain Tumor Dataset 

 

 

In the above screen we have 2 folders called ‘no and yes’ 

where no folder contains normal brain images and ‘yes’ 

folder contains Brain tumor images and just go inside any 

folder to view images like in the below screen. 
 

fig 8.2: Brain Tumor Images 

 

We are using above images to train CNN for tumor 

detection 

To run the project double click on run.batch file to get 

below screen. 

 

 
 

fig 8.3: GUI for Brain Tumor Segmentation and 

Classification 

 

In the above screen click on ‘Upload Tumor X-Ray 

Images Dataset’ button to upload X-Ray imagesdataset 

and get below output. 
 

fig 8.4: Brain Tumor Dataset Loading 

 

In the above screen selecting and uploading brain tumor 

dataset and then click on ‘Select Folder’ button to load 

dataset and then get below output. 

 

fig 8.5: Brain Tumor Dataset Loaded 

In above screen dataset loaded and now click on ‘Dataset 

Preprocessing & Features Extraction’ button to read all 

images and then process and extract features to train with 

CNN. 
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fig 8.6: Dataset Preprocessing and Feature extraction 

 

In above screen all images are processed and to check 

images are loaded properly so I am displaying one 

sample processed image and now close that image to get 

the below output. 
 

 

fig 8.7: Result of Dataset Preprocessing and Feature 

extraction. 

 

In the above screen we can see dataset contains 253 images 

with and without tumor class label and now click on 

‘Trained CNN Brain Tumor Detection Model’ button to 

train CNN with above extracted features and get below 

output. 
 

fig 8.8: Trained CNN Brain Tumor Detection Model 

 

 

In the above screen CNN training completed and we 

got it accuracy as 96% and now click on ‘Brain 

Tumor Segmentation & Classification’ button to 

upload the test image and get the below output. 

fig 8.9: Selecting and Uploading No Tumor Image 

 

In the above screen select and upload a 1.jpg file and 

then click on the ‘Open’ button to get the below 

output. 
 

fig 8.10: Result of No Tumor Image Detected 

 

In the above image ‘No Tumor Detected’ and now try 

another image. 
 

 

fig 8.11: Selecting and Uploading Brain Tumor Image 

 

In the above screen select and upload 9.jpg and then click 

on ‘Open’ button to get the below output. 
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fig 8.12: Result of Brain Tumor Image Detected 

In the above screen first image is the original image 

which is classified as tumor detected and second 

image is tumor segmented image and 3rd image is 

the tumor edge detected image and see another 

image is below screen. 

 

fig 8.13: Brain Tumor CNN Model Training Accuracy 

Graph 

 

 

In above graph x-axis represents training EPOCH 

and y-axis represents training accuracy and loss 

values and green line represents accuracy and red 

line represents LOSS and in above graph we can 

see with each increasing epoch accuracy got 

increased and loss got decreased. 

V. CONCLUSION AND FUTURE SCOPE 

 
The development of an automated brain tumor detection system 

using deep learning has the potential to significantly enhance 

medical diagnosis and treatment planning. This study has 

demonstrated the effectiveness of CNN-based classification 

combined with marker-based watershed segmentation for 

accurately identifying and segmenting tumors in MRI scans. 

The integration of advanced deep learning techniques has led 

to improved accuracy, robustness, and efficiency in tumor 

detection. However, despite these advancements, several areas 

require further research and optimization to enhance the 

system’s performance and real-world applicability. The 

following key aspects outline future directions for improving 

brain tumor detection models. 

1. Feature Engineering 

Feature extraction plays a crucial role in improving model 

accuracy. Future research can focus on incorporating domain- 

specific features such as texture analysis, intensity histograms, 

and radiomic features to enhance the model’s ability to 

distinguish between tumor and non-tumor regions. Combining 

handcrafted features with deep learning representations can 

provide a more comprehensive understanding of tumor 

characteristics. 

 

2. Model Optimization 

Deep learning models require extensive computational resources 

for training and inference. Optimization techniques such as 

pruning, quantization, and knowledge distillation can be 

employed to reduce model size and improve inference speed 

without compromising accuracy. Hyperparameter tuning and 

architecture search methods can further enhance model 

performance and stability. 

 

3. Handling Class Imbalance 

Medical imaging datasets often suffer from class imbalance, 

where tumor samples may be underrepresented compared to 

non-tumor samples. Future research can explore techniques 

such as synthetic data generation using Generative Adversarial 

Networks (GANs), data augmentation strategies, and weighted 

loss functions to mitigate class imbalance and improve 

generalization. 

 

4. Ensemble Approaches 

Combining multiple deep learning models through ensemble 

learning can improve classification and segmentation accuracy. 

Future work can explore stacking, bagging, and boosting 

techniques to aggregate predictions from different models. 

Hybrid approaches that integrate CNNs with transformers or 

attention mechanisms may further enhance segmentation 

precision. 

 

5. External Data Sources 

Incorporating additional medical imaging datasets from diverse 

sources can improve the generalization of the model across 

different patient populations and MRI scanning protocols. 

Future research can focus on domain adaptation techniques to 

fine-tune models using external datasets while ensuring data 

privacy and ethical considerations. 

 

6. Deployment and Monitoring 

For real-world clinical adoption, AI-driven tumor detection 

systems must be deployed in hospital environments with 

continuous monitoring and validation. Implementing 

explainable AI (XAI) techniques can enhance trust and 

transparency in model predictions. Future work can also focus 

on integrating the system into cloud-based platforms for remote 

access and real-time diagnosis. 
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