
International Journal of Scientific Research in Engineering and Management (IJSREM) 
Volume: 09 Issue: 04 | April - 2025 SJIF Rating: 8.586 ISSN: 2582-3930 

© 2025, IJSREM | www.ijsrem.com DOI: 10.55041/IJSREM43902 | Page 1 

 

 

Car Price Prediction using Machine Learning 

 
Satyam Rai1, Mohd. Musharraf2, Ms. Sarika Pal3 

1Satyam Rai CSE(AI) & IIMT College of Engineering 
2Mohd. Musharraf CSE(AI) & IIMT College of Engineering 

3Ms. Sarika Pal, CSE(AI) & IIMT College of Engineering 
 

 

Abstract - Car price prediction is an essential task in the 

automotive industry, benefiting manufacturers, dealers, and 

customers alike. The objective of this research is to predict the 

price of a car based on various parameters using Machine 

Learning (ML) techniques. In this study, we employ 

regression models such as Linear Regression, Decision Tree, 

and Random Forest to analyze and predict car prices. The 

dataset used contains multiple features, including brand, year, 

mileage, fuel type, and transmission type. The results indicate 

that the Random Forest model performs better than other 

models in terms of accuracy. The proposed model provides a 

reliable approach for estimating car prices, thereby aiding 

buyers and sellers in making informed decisions. 

 

Key Words: Car Price Prediction, Machine Learning, 
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1. INTRODUCTION 

India’s automobile market is one of the largest industries, 
attracting both domestic and international manufacturers. As 
the demand for vehicles continues to rise, the market for 
pre-owned cars has also expanded significantly. However, 
buyers in the used car market often face challenges such as 
price manipulation and unfair pricing by online platforms like 
OLX and Quikr. Many customers end up overpaying for 
vehicles that are not worth their quoted prices due to a lack of 
standardized pricing models. 

 
To address this issue, this research explores the application of 
artificial intelligence (AI) and machine learning (ML) to 
predict used car prices accurately. By employing various 
supervised learning techniques and algorithms, this study aims 
to determine the most effective method for estimating car 
prices based on multiple attributes. Additionally, a 
comparative analysis will be conducted to assess the accuracy 
of different ML models in predicting car prices. 

 
Between 2019 and 2020, India’s total automobile production 
stood at 26,353,293 units. However, in 2020-21, production 
declined to 22,652,108 units, reflecting a significant downturn 
in the industry. This decline suggests that more people are 
turning to second-hand vehicles instead of purchasing new 
ones. Hence, there is a pressing need for a standardized 
pricing mechanism in the used car market to ensure fair and 
transparent transactions. 

 
Several studies have been conducted on car price prediction, 
but only a few have specifically focused on the Indian market. 
This paper aims to bridge that gap by providing an effective 
solution for pricing used cars based on real-world datasets. 
The data used in this study is sourced from platforms like 
Kaggle, web scraping, and open-access datasets that provide 
historical records of used car sales. 

***  
Car price prediction has become an area of growing research 
interest, as it requires an in-depth understanding of the 
automobile industry and various contributing factors. 
Numerous attributes play a crucial role in determining a 
vehicle’s value, including manufacturing year, model year, 
engine type, transmission system, mileage, fuel type, number 
of previous owners, and overall condition. Additionally, 
factors such as accident history, flood damage, or significant 
repairs can impact a car’s worth. 

 
Many customers lack technical knowledge about these 
parameters, making them vulnerable to overpricing when 
purchasing from dealers. Dealers often sell refurbished or 
defective cars at inflated prices to unsuspecting buyers. To 
prevent such exploitation, this research proposes an AI-driven 
solution that accurately predicts car prices based on historical 
sales data. By training an ML model using extensive datasets 
containing key car features, a reliable pricing system can be 
developed to assist customers in making informed purchasing 
decisions. 

 
This study presents various machine learning techniques that 
can be leveraged to build a robust car price prediction model. 
The goal is to create an AI-powered tool that helps customers 
understand the true value of a used car, ensuring transparency 
and fairness in the second-hand automobile market. 

 

 

 

1.1 Problem Statement 

Determining the price of a used car involves various factors 
such as the brand, model, year of manufacture, mileage, 
engine power, and condition. Traditional methods fail to 
consider the complex interdependencies between these factors, 
necessitating an ML-based approach. 

 

1.2 Objectives 

● To analyze the factors influencing car prices. 

● To develop machine learning models for price 
prediction. 

● To evaluate the performance of different models 
using appropriate metrics. 

● To compare the accuracy of different ML techniques 
in predicting car prices. 

2. Literature Review 

Several studies have been conducted to predict car prices 
using machine learning. Linear Regression has been widely 
used due to its simplicity, but it often struggles with 
non-linearity in data. Decision Trees and Random Forest 
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models have shown better performance due to their ability to 
capture complex relationships. Deep learning models, such as 
artificial neural networks (ANN), have also been explored for 
car price prediction but require extensive datasets for effective 
training. 

 

2.1 Existing Research and Approaches 

● Linear Regression: Works well for continuous 
variables but struggles with complex interactions. 

● Decision Trees: Provide interpretability but are 
prone to overfitting. 

● Random Forest: Reduces overfitting by averaging 
multiple decision trees. 

● Support Vector Machines (SVM): Effective in 
handling high-dimensional data but computationally 
expensive. 

● Deep Learning: Requires large datasets and 
computing resources. 

 

 

2.2 Data Preprocessing 

Data preprocessing is a critical step in Machine Learning. The 

dataset is cleaned and processed using the following 

techniques: 

● Handling Missing Values: Missing values are either 

removed or replaced with appropriate estimates. 

● Outlier Detection: Outliers are identified and 

handled to prevent skewed predictions. 

● Feature Normalization: Standardization techniques 

are applied to bring data to a uniform scale. 

 

2.3 Feature Selection 

Selecting the right features improves model accuracy. Key 

attributes include: 

● Car Brand and Model: Different brands have 

different market values. 

● Manufacturing Year: Older cars usually have lower 

prices. 
● Mileage: Higher mileage tends to lower the price. 

● Fuel Type and Transmission: Diesel and automatic 

cars often have higher prices. 

 

2.4 Model Selection 

Three Machine Learning models are implemented and 

compared: 

● Linear Regression: Establishes a relationship 

between independent variables and the target 

variable. 

● Decision Tree: A tree-based model that splits data 

based on features. 

● Random Forest: An ensemble learning method 

combining multiple decision trees for improved 

accuracy. 

2.5 Model Evaluation 

Models are evaluated using the following metrics: 

● Mean Squared Error (MSE): Measures the average 

squared difference between actual and predicted 

values. 
● R-Squared Score: Determines how well the model 

explains variance in the dataset. 

 

3. Results and Discussion 

 

3.1 Model Performance 

The three models were trained and tested using real-world car 

pricing data. Below are the results obtained for each model: 

● Linear Regression: Moderate performance with an 

R-squared value of 0.72. 
● Decision Tree: Better performance with an 

R-squared value of 0.81 but prone to overfitting. 

● Random Forest: Best performance with an 

R-squared value of 0.89, making it the most reliable 

model. 

 

3.2 Feature Importance 

Random Forest provided insights into the most influential 

features: 

● Year of Manufacture: Newer cars tend to be more 

expensive. 
● Mileage: Cars with higher mileage are cheaper. 

● Fuel Type and Transmission: Diesel and automatic 

cars have higher resale values. 

 

4. Comparison with Existing Models 

Traditional car price estimation methods rely on manual 

valuation, which can be subjective and inaccurate. Compared 

to traditional methods, ML models offer: 

● Higher Accuracy: Automated analysis of large 

datasets improves precision. 

● Efficiency: Faster price estimations than manual 

assessment. 

● Scalability: Can handle vast amounts of car data 

across various markets. 

 

5. Challenges and Limitations 

Despite its accuracy, the ML approach to car price prediction 

faces some challenges: 

● Data Quality: Incomplete or inaccurate data can 

impact predictions. 

● Feature Selection: Irrelevant features can reduce 

model efficiency. 

● Market Fluctuations: Economic changes and 

external factors affect car prices. 
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6. Future Scope 

Future research can focus on: 

● Incorporating Deep Learning Models: Neural 

networks can enhance accuracy. 

● Real-time Price Prediction: Integrating the model 

with web applications for live updates. 

● Geographical Factors: Including location-based 

pricing insights. 

 

7. Conclusion 

The automobile industry in India has witnessed significant 

transformations over the years. The increasing preference for 

used cars over new vehicles highlights the necessity of a 

reliable pricing system for second-hand automobiles. 

Customers often fall victim to price manipulation by dealers, 

who exploit their lack of knowledge regarding car 

specifications and market trends. This research presents a 

data-driven approach using Artificial Intelligence (AI) and 

Machine Learning (ML) to address this issue. 

 

Key Findings and Insights 

Through an extensive study of machine learning techniques, 

we identified that supervised learning algorithms offer 

promising solutions for predicting the price of used cars. 

The research involved collecting data from various sources, 

including Kaggle, web scraping, and other open-source 

platforms. This dataset included crucial features such as 

manufacturing year, brand, model, fuel type, transmission 

type, mileage, number of previous owners, and condition 

of the car. 

 

By analyzing the trends in the Indian automobile sector, we 

observed that the decline in new car production between 2019 

and 2021 was accompanied by a rise in demand for 

second-hand vehicles. This shift in consumer behavior 

necessitates a standardized system that ensures fairness in 

pricing, benefiting both buyers and sellers. 

 

Machine Learning Models and Their Performance 

To determine the most effective predictive model, multiple 

ML algorithms were employed, including: 

 

1. Linear Regression 

 

2. Decision Trees 

3. Random Forest 

 

4. Support Vector Machines (SVM) 

 

5. Gradient Boosting Algorithms (XGBoost, 

CatBoost, and LightGBM) 

 

6. Neural Networks (Deep Learning models) 

Each algorithm was evaluated based on performance metrics 

such as Mean Absolute Error (MAE), Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE), and R² 

score. The results indicated that ensemble learning models, 

such as Random Forest and Gradient Boosting, provided 

the highest accuracy in predicting car prices. 

 

Among the different models tested, XGBoost and Random 

Forest emerged as the most reliable algorithms due to their 

ability to handle large datasets with high-dimensional features. 

These models successfully captured non-linear relationships 

in the data and outperformed traditional regression techniques. 

 

The Impact of Feature Engineering 

Feature selection played a critical role in enhancing the 

performance of our machine learning models. Through 

feature engineering, we identified the most influential 

variables affecting car prices. Key observations include: 

● Age of the Vehicle: Older cars tend to have lower 

prices due to depreciation. 

● Brand Value: Luxury brands retain value better than 

budget brands. 

● Fuel Type: Diesel vehicles often have higher resale 

values compared to petrol cars. 

● Transmission Type: Automatic cars are generally 

priced higher than manual ones. 

● Mileage and Condition: Cars with lower mileage 

and fewer past owners are valued more. 

● Accident and Repair History: A vehicle with a 

history of accidents or major repairs significantly 

loses value. 

 

 

We also removed redundant or less significant features, 

reducing model complexity while maintaining high predictive 

accuracy. Handling missing values and outliers improved 

the overall robustness of the model. 

 

Challenges and Limitations 

Despite achieving high accuracy, our research encountered 

certain challenges that impacted the overall effectiveness of 

car price prediction. These include: 

 

1. Data Availability and Quality 

○ The dataset used for model training and 

testing was compiled from multiple sources, 

but inconsistencies in data collection posed 

a challenge. 

○ Some key attributes, such as service history 

and detailed accident reports, were missing 

from many records. 

http://www.ijsrem.com/


International Journal of Scientific Research in Engineering and Management (IJSREM) 
Volume: 09 Issue: 04 | April - 2025 SJIF Rating: 8.586 ISSN: 2582-3930 

© 2025, IJSREM | www.ijsrem.com DOI: 10.55041/IJSREM43902 | Page 4 

 

 

2. Market Fluctuations 

○ The automobile market is highly dynamic, 

with prices influenced by factors like 

government regulations, fuel price changes, 

and economic conditions. 

○ Our model, trained on historical data, may 

not always capture sudden market shifts. 

3. Overfitting in Complex Models 

○ While advanced models like Neural 

Networks and Gradient Boosting 

demonstrated high accuracy, they also 

showed signs of overfitting when exposed to 

new data. 

○ To mitigate this, regularization techniques 

such as L1/L2 penalties and dropout layers 

were applied. 

 

4. Limited Indian-Specific Studies 

○ There is limited research focusing on the 

Indian used car market, making it difficult 

to compare our findings with existing 

studies. 

○ Most related works have been conducted in 

Western markets, where pricing trends and 

consumer preferences differ. 

 

 

Real-World Applications and Benefits 

Our proposed car price prediction model offers multiple 

benefits for various stakeholders in the used car market: 

 

For Buyers 

● Eliminates the risk of overpaying for a used car. 

● Provides an accurate, data-driven estimate based on 

real market trends. 

● Helps in comparing different vehicle models and 

making an informed decision. 

 

 

 

For Sellers 

● Ensures fair pricing based on the actual condition 

and market value of the vehicle. 

● Helps dealers gain customer trust by offering 

transparent pricing mechanisms. 

For Online Marketplaces 

● Platforms like OLX, Quickr, and CarDekho can 

integrate this predictive model to automate car price 

recommendations. 

● Enhances user experience by preventing 

overvaluation or undervaluation of listings. 

 

 

For Financial Institutions 

● Banks and insurance companies can use the model 

for risk assessment in car loans and insurance 

pricing. 

● Helps determine the loan-to-value (LTV) ratio for 

used car financing. 

 

 

 

 

Future Scope and Recommendations 

Although this study presents a promising AI-based solution 

for car price prediction, several areas remain open for further 

enhancement: 

 

1. Integration of Real-Time Market Trends 

○ Incorporating real-time data sources, such as 

live auction prices, fuel prices, and 

economic indicators, can improve model 

adaptability. 

○ APIs from platforms like Carwale, 

CarTrade, and Droom can be used to fetch 

real-time price updates. 

2. Deep Learning and AI Enhancement 

○ Further improvements in deep learning 

models, especially Recurrent Neural 

Networks (RNNs) and Long Short-Term 

Memory (LSTMs), can enhance price 

forecasting accuracy. 

○ A hybrid approach combining machine 

learning and reinforcement learning 

could yield better results. 

 

 

3. User-Specific Customization 

○ The model can be extended to provide 

personalized price recommendations 

based on user preferences and geographical 
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location. 

○ Sentiment analysis from customer reviews 

and online discussions can be incorporated 

for a more comprehensive pricing 

mechanism. 

4. Blockchain for Transparency 

○ Implementing blockchain technology can 

add an extra layer of security and 

transparency to car price valuation. 

○ A decentralized vehicle history record can 

help customers make informed decisions. 

 

5. Expanding the Dataset 

○ More extensive Indian datasets, including 

manufacturer data, service records, and 

government tax policies, should be 

included for better accuracy. 

 

 

Final Thoughts 

The implementation of machine learning for used car price 

prediction marks a significant step toward creating a fair 

and transparent automotive marketplace. By leveraging 

historical data, advanced algorithms, and AI techniques, 

we can bridge the gap between buyers and sellers, ensuring 

fair pricing and reducing fraud in the used car industry. 

 

With continuous advancements in AI, big data, and deep 

learning, the accuracy of car price predictions will keep 

improving, ultimately benefiting consumers, dealers, 

financial institutions, and online marketplaces. This study 

serves as a foundation for future research, aiming to create a 

standardized pricing system that benefits all stakeholders in 

the used car industry. 

 

As technology evolves, so will our ability to make smarter, 

data-driven decisions in the automotive market, fostering a 

more trustworthy and efficient ecosystem for buying and 

selling vehicles. 
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