
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 06 | June - 2025                           SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM49618                                              |        Page 1 

Career Compass: Navigating to the Right Job with Machine Learning Precision 

 

Chandana H M1, Raksha D2, Suhas H3, Sumanth B J4, Sunitha P5 

1Assistant Professor of Computer Science and Engineering Department, Malnad College of Engineering, Hassan, 
Karnataka 

2Student of Computer Science and Engineering Department, Malnad College of Engineering, Hassan, Karnataka 
3Student of Computer Science and Engineering Department, Malnad College of Engineering, Hassan, Karnataka 
4Student of Computer Science and Engineering Department, Malnad College of Engineering, Hassan, Karnataka 
5Student of Computer Science and Engineering Department, Malnad College of Engineering, Hassan, Karnataka 

 
1hmc@mcehassan.ac.in, 2rakshad2005@gmail.com, 3suhasharisha@gmail.com, 

 4sumanthdev9656@gmail.com, 5sunisuno2004@gmail.com 
 

---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - Job recommendation systems are critical tools in 

bridging the gap between job seekers and employers by 

automatically suggesting suitable opportunities. This paper 

explores a resume- and skill-based job recommendation 

system using a hybrid approach combining machine learning, 

deep learning, and NLP techniques. The proposed system 

parses user resumes to extract structured skill sets and work 

experience using NLP. Then, it applies transformer-based 

models like BERT for contextual embedding of resume and 

job descriptions to calculate similarity scores.  

Additionally, knowledge graphs are employed to improve the 

semantic understanding of skills and job roles. Through an 

extensive literature review and methodology analysis, this 

paper highlights state-of-the-art techniques, implementation 

frameworks, and evaluation metrics for developing a robust 

job recommender system. The results demonstrate that deep 

learning and contextual embeddings outperform traditional 

keyword-based methods in precision and personalization, 

offering a promising direction for intelligent recruitment 

platforms.  
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1.INTRODUCTION 

 
 In the digital age, the demand for intelligent systems that 

can match job seekers with suitable employment opportunities 

has grown tremendously. With millions of candidates 

competing for positions across various sectors, both recruiters 

and job seekers face significant challenges in navigating job 

markets efficiently. Traditional keyword-based job search 

mechanisms are often insufficient in capturing the complexity 

of candidate profiles and job descriptions. Consequently, there 

is a growing interest in developing systems that can 

recommend jobs based on deeper understanding of resumes 

and skill sets.  

 This paper investigates the development of a job 

recommendation system that leverages natural language 

processing, machine learning, and deep learning 

methodologies. By parsing resumes to extract structured data, 

and using contextual embeddings to understand the semantic 

similarity between job descriptions and candidate profiles, 

such systems can significantly improve matching accuracy. 

Furthermore, the integration of knowledge graphs allows for 

enhanced modelling of relationships among skills, job roles, 

and experience levels.  

 The objective of this research is to review the existing 

literature, design a hybrid model incorporating BERT-based 

embeddings and knowledge graph embeddings, and evaluate 

its performance in terms of accuracy, relevance, and 

personalization.  

 

2. LITERATURE REVIEW 

       Job recommendation systems have evolved remarkably in 

recent years, driven by advancements in artificial intelligence 

(AI), machine learning (ML), and natural language processing 

(NLP). The primary objective of these systems is to bridge the 

gap between job seekers and employers by offering 

personalized job recommendations based on candidates' 

resumes, skills, and preferences. Numerous studies have 

explored different methodologies to enhance the precision, 

relevance, and efficiency of such systems. This section 

provides a detailed examination of key research works that 

have contributed significantly to the development of intelligent 

job recommendation frameworks.  

       In the study conducted by Kumar et al. [1], the authors 

proposed a machine learning-based job recommendation 

system that leverages NLP techniques for parsing resumes and 

extracting structured information such as skills, experience, 

and qualifications. The extracted data is then fed into 

supervised machine learning models, including Random Forest 

and Support Vector Machines (SVM), to classify and 

recommend suitable job profiles. The system demonstrated 

improved accuracy and efficiency compared to traditional 

keyword-based methods by capturing semantic similarities 

between resumes and job postings [1].  

       Patel and Prajapati [2] introduced an AI-based framework 

that integrates resume parsing and skill matching to enhance 

job recommendations. Their system employs a combination of 

rule-based and statistical approaches to extract and normalize 

skills from resumes. The authors highlighted the importance of 
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domain-specific skill ontologies in improving the matching 

process. By aligning candidate profiles with job requirements 

using AI algorithms, the system showed promising results in 

terms of recommendation accuracy and user satisfaction [2].  

       Deep learning techniques have also been employed to 

capture complex relationships between resume content and job 

descriptions. In [3], the authors proposed a smart job 

recommender system utilizing deep neural networks (DNNs). 

The model uses convolutional neural networks (CNNs) and 

recurrent neural networks (RNNs) to analyse unstructured text 

data from resumes and job postings. This deep learning-based 

approach enables the system to learn contextual information 

and semantic representations, leading to more accurate and 

personalized job recommendations [3].  

       A graph-based job recommendation system was presented 

by Sharma and colleagues in [4]. Their approach constructs a 

heterogeneous graph comprising users, skills, and job roles, 

capturing the intricate relationships among these entities. By 

applying graph traversal and embedding techniques, the system 

can identify indirect associations and recommend jobs that 

may not be immediately obvious through direct skill matching. 

This method enhances the diversity and relevance of 

recommendations, especially for candidates with multifaceted 

skill sets [4].  

       Transformer-based language models have significantly 

influenced recent advancements in job recommendation 

systems. In [5], the authors employed BERT (Bidirectional 

Encoder Representations from Transformers) to generate 

contextual embeddings of resumes and job descriptions. These 

embeddings capture deep semantic relationships, enabling the 

system to compute similarity scores with high precision. The 

model incorporates user preferences and historical data to 

deliver personalized job recommendations, outperforming 

traditional NLP techniques in various evaluation metrics [5].  

       Building upon transformer models, the 

Resume2JobMatcher framework presented in [6] introduces a 

novel approach for job recommendation. This system fine-

tunes a pre-trained BERT model on a dataset of resumes and 

job descriptions to learn the matching function directly. The 

authors reported significant improvements in matching 

accuracy and robustness, particularly in handling diverse and 

non-standard resume formats. The use of transformers allows 

the system to generalize better across different domains and 

job categories [6].  

       Another notable contribution is the skill-based job 

recommendation system using knowledge graph embeddings, 

as discussed in [7]. The authors constructed a knowledge graph 

where nodes represent skills and job roles, and edges capture 

their relationships. By applying knowledge graph embedding 

techniques, such as TransE and Node2Vec, the system learns 

low-dimensional representations of entities that preserve 

semantic relationships. This approach enables nuanced and 

context-aware job matching, particularly useful for 

recommending roles that align with a candidate's skill 

trajectory [7].  

       Collectively, these studies underscore a paradigm shift in 

job recommendation systems from simple keyword matching 

to sophisticated AI-driven models that incorporate deep 

learning, graph theory, and contextual embeddings. They 

emphasize the importance of semantic understanding, skill 

normalization, and personalized matching in developing 

effective job recommendation frameworks. The integration of 

advanced NLP techniques, particularly transformer-based 

models and graph embeddings, marks a significant 

advancement in the domain, offering enhanced user 

experiences and more accurate job matches.  

 

  

3. METHODOLOGY 

 
       The proposed system comprises multiple interconnected 

modules to process resumes, match them with job 

descriptions, and recommend suitable roles:  
 

3.1 Resume Parsing  

       Resumes are parsed using natural language processing to 

extract structured information such as:  
 

Skills (technical and soft skills)  

Education  

Experience  

Certifications  

SpaCy and custom entity recognition models are used to 

identify and classify entities from unstructured text.  

 

3.2 Skill Normalization and Ontology Mapping  

       Extracted skills are normalized and mapped against a 

standardized skill ontology to handle synonyms (e.g., "JS" vs. 

"JavaScript"). This ensures consistent representation when 

matching with job descriptions.  

 

3.3 Job Description Embedding  

       Job descriptions are encoded using BERT-based models 

to capture contextual semantics. This embedding captures the 

job’s requirement in a vector space.  

 

3.4 Resume Embedding  

       Similarly, the parsed resume is embedded using the same 

BERT model for consistency. Embedding models like 

Sentence-BERT or RoBERTa can be used for better 

performance.  

 

3.5 Similarity Matching  

       Cosine similarity is computed between the resume and 

job embeddings. The top-N highest similarity scores are 

recommended to the user.  

 

3.6 Knowledge Graph Integration  

       A knowledge graph is constructed with nodes 

representing skills and jobs. Edges denote relationships such 

as “requires”, “related to”, or “acquired from.” 

Embeddings from TransE or Node2Vec enhance the model’s 

ability to understand indirect relationships.  

 

 

4. IMPLEMENTATION 

 
Programming Language: Python  

Libraries: SpaCy, Transformers (HuggingFace), Scikit-learn, 

Neo4j (for knowledge graph), Numpy, Pandas  

Tools: Jupyter Notebook, VSCode, Flask (optional frontend)  

Resume Parser: Custom-built using NLP with SpaCy + regex 

patterns  

Embedding Model: Sentence-BERT (from HuggingFace)  

Database: MongoDB for storing resumes and job data 

 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 06 | June - 2025                           SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM49618                                              |        Page 3 

5. CONCLUSION 

 
       This paper presents a hybrid job recommendation system 

that combines NLP, transformer models, and knowledge 

graphs to provide accurate and personalized job matches. The 

literature review confirms that contextual embeddings and 

graph-based approaches significantly enhance 

recommendation quality. Future research could focus on real-

time applications, multilingual capabilities, and integrating 

user feedback for continuous improvement.  
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