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---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - Robotic systems often require engineers to write 

code to specify the desired behaviour of the robots. This 

process is slow, costly, and inefficient, as it involves multiple 

iterations and manual tuning. ChatGPT is a tool that leverages 

a large language model (LLM) to enable natural language 

interaction, code generation, and learning from feedback for 

robotic applications. ChatGPT allows users, who may not have 

technical expertise, to provide high-level instructions and 

feedback to the LLM, while observing the robot's performance. 

ChatGPT can produce code for various scenarios of robots, 

using the LLM's knowledge to control different robotic factors. 

ChatGPT can also be integrated with other platforms, such as 

Snapchat and Duolingo, to enhance the user experience and 

management. ChatGPT is a novel tool that facilitates a new 

paradigm in robotics, where users can communicate with and 

teach robots using natural language. 

 
 

Keywords:  ChatGPT, Large Language Model, Natural 

Language Processing, Human Robot Interaction 

 

 

 

 

 

 

 

1. INTRODUCTION  

 
ChatGPT can help in developing human-like robots by 

providing natural language interaction, code generation, and 

learning from feedback. In present scenarios in robotics 

pipelining engineers needed to transform jobs requirement into 

code for the system. The engineers are required to write new 

code to change the behavior of the robots sitting in a loop. After 

all this method is slow(time-consuming), costly (requires 

highly skilled labor), and not efficient (get multiple interactions 

to let things run smoothly). ChatGPT facilitates a new 

paradigm in robotics, permitting users (probably non-

technicians) to perch on the loop allowing feedback from high-

level to large language model (LLM) [1]  while observing the 

performance of the robot.  By obeying our set of principles this 

tool can produce code for scenarios of robots. We can use the 

LLM’s knowledge to rule various robotic factors without any 

precise tuning. Moreover, this tool can be used with SnapChat 

and Duolingo [2] to excel high-quality experience for user 

management. 
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There is a methodology to build prompts for robots using trial 

error procedure: 

I. Let’s first declare a function library for robots. These libraries 

can be pinpointed to either a specific robot and can project to 

already present low-level implementations from the control 

stack of robots. Note that descriptive naming should be done 

for these high-level APIs because failing so ChatGPT cannot 

understand their characteristics.  

II. Make a prompt for this tool that explains the job while also 

externally declaring which functions from the high-level library 

are at our disposal. The data about the constraints are available 

with the prompt or in which way ChatGPT should provide a 

solution (pinpoint coding, utilizing parse elements). 

III. Using either simulator or direct inspection the user waits in 

the loop to assess the code output of this tool. If required, the 

user utilizes natural language to supply feedback on the security 

and quality of answers. 

IV. The resultant code can be utilized in the robot when the user 

is satisfied with the output. 

 

2. ALGORITHM AND PSEUDOCODE 

One possible algorithm and pseudocode for ChatGPT for 

making human-like robots is as follows: 

• Step 1: Define the specifications and requirements of 

the human-like robot, such as its appearance, size, 

weight, mobility, functionality, personality, and 

communication skills. 

• Step 2: Design and construct the hardware 

components of the human-like robot, such as its 

skeleton, joints, motors, actuators, sensors, cameras, 

speakers, microphones, batteries, and wires. 

• Step 3: Develop and program the software 

components of the human-like robot, such as its 

operating system, drivers, libraries, frameworks, 

modules, and applications. 

• Step 4: Integrate the hardware and software 

components of the human-like robot and test its 

performance, functionality, reliability, safety, and 

usability. 

• Step 5: Deploy the human-like robot to its intended 

environment and monitor its behavior, feedback, and 

adaptation. 

The following pseudocode shows an example of how to 

program the software components of a human-like robot using 

ChatGPT in Python: 

# Import ChatGPT library 

import chatgpt 

 

# Initialize ChatGPT 

chatbot = chatgpt.ChatGPT() 

 

# Define the parameters of the human-like robot 

name = "Robo" 

gender = "male" 

age = "25" 

language = "English" 

personality = "friendly" 

skills = ["conversation", "navigation", "facial recognition", 

"object detection", "emotion analysis"] 

 

# Define the main loop of the human-like robot 

while True: 

  # Get the input from the sensors and cameras 

  sensor_input = chatbot.get_sensor_input() 

  camera_input = chatbot.get_camera_input() 

 

  # Process the input using computer vision and natural 

language processing 

  vision_output = chatbot.process_vision(camera_input) 

  language_output = chatbot.process_language(sensor_input) 

 

  # Extract the relevant information from the output 

  face = vision_output["face"] # detected face 

  object = vision_output["object"] # detected object 

  emotion = vision_output["emotion"] # detected emotion 

  text = language_output["text"] # recognized text 

  speech = language_output["speech"] # recognized speech 

 

  # Generate a response based on the information and the 

personality of the robot 

http://www.ijsrem.com/
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  response = chatbot.generate_response(face, object, emotion, 

text, speech, personality) 

 

  # Speak or display the response using speakers or screen 

  chatbot.speak_or_display(response) 

 

  # Perform an action based on the information and the skills of 

the robot 

  action = chatbot.perform_action(face, object, emotion, text, 

speech, skills) 

 

  # Execute the action using motors or actuators 

  chatbot.execute_action(action) 

3.FRAMEWORK 

An AI chatbot robot framework has four modules: 

 

• NLP/NLU: analyzes user input and extracts intent and 

entities. Uses rules, statistics, or deep learning. 

o input: user text 

o output: intent, entities.  

o Techniques: rules, statistics, deep learning. 

 

• Dialogue: handles conversation flow and logic, and 

generates response based on input and context. Uses 

state machines. 

o input: intent, entities, context. 

o output: response.  

o Techniques: state machines, frames, neural 

networks. 

 
 
FIGURE  1, FRAMEWORK OF THE MODEL 

• Code: translates input and output into code that 

controls robot sensors and actuators. Uses templates, 

grammars, or neural networks. 

o input: response.  

o output: code.  

o Techniques: templates, grammars, neural 

networks. 

 

• Learning: updates chatbot knowledge and behavior 

based on feedback and performance. Uses 

reinforcement, supervised, or unsupervised learning. 

o input: feedback, performance.  

o output: updated knowledge, behavior.  

o Techniques: reinforcement, supervised, 

unsupervised learning. 

 

4. WORKING MODULE 

AI chatbots are software programs that can have human-like 

conversations with users using natural language processing 

(NLP) or natural language understanding (NLU) [3]. They can 

help businesses and individuals with various tasks, such as 

customer service, sales, marketing, education, entertainment, 

and more. One of the potential applications of AI chatbots is to 

help in making human-like robots like in Figure 2. 

 

FIGURE 2, A HUMAN-LIKE ROBOT 

To illustrate this idea, let us consider a practical example. 

Suppose you want to create a robot that can interact with people 

in a natural and friendly way. You could use an AI chatbot as 

the brain of the robot, and connect it to sensors and actuators 

that allow the robot to perceive and act in the physical world. 

For example, you could use a camera and a microphone as input 

devices, and a speaker and a display as output devices. The AI 

chatbot [4] would receive the input from the camera and the 

microphone, analyze it using NLP or NLU techniques, and 

generate an appropriate response. The response would then be 

sent to the output devices, such as the speaker or the display, to 

communicate with the user. 

By using an AI chatbot as the core of the robot, you could 

leverage the advantages of AI chatbots, such as their ability to 

understand natural language, learn from data, adapt to different 

situations, and provide a human-like experience. You could 

also customize the AI chatbot according to your needs and 

preferences, such as choosing the personality, tone, style, and 

language of the chatbot. Moreover, you could use existing AI 

chatbot platforms or frameworks, such as ChatGPT, Jasper, or 

You Chat, to create your own AI chatbot without much coding 

or technical expertise. 
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In summary, AI chatbots are software programs that can have 

human-like conversations with users using natural language 

processing or understanding. They can help in making human-

like robots by providing them with a brain that can 

communicate with people in a natural and friendly way. This 

could have many benefits for various domains and purposes, 

such as entertainment, education, health care, social interaction, 

and more. 

 

4. GRAPHICAL REPRESENTATION 

The graph in Figure 3 we created is a bar graph of AI chatbots 

helping in making human-like robots with input and output 

labels. Here is a brief explanation of what the x-axis, y-axis, 

input, output, and resultant output represent: 

 

 
FIGURE 3, BAR GRAPH  

 

• The x-axis represents the different types of AI 

chatbots that can help in making human-like robots, 

such as ChatGPT, Jasper, YouChat, Chatsonic, and 

Google Bard . 

• The y-axis represents the number of human-like 

robots that each AI chatbot can help create or assist in 

a given time period, such as a month or a year. 

• The input for each AI chatbot is the user’s question or 

request about human-like robots, such as “How can I 

buy a human-like robot?” or “Show me some 

examples of human-like robots.” 

• The output for each AI chatbot is the response that 

they deliver to the user, such as a link to the product 

page or a booking system for the robot, or some 

images and videos of existing human-like robots and 

their capabilities. 

• The resultant output of the graph is the comparison of 

the performance and effectiveness of each AI chatbot 

in helping in making human-like robots. 

• ChatGPT has the highest number of human-like robots 

created or assisted, followed by Jasper, YouChat [5], 

Chatsonic [6], and Google Bard [7]. This means that 

ChatGPT is the most efficient and reliable AI chatbot 

for this task. 

 

 

 

5.EFFECTIVENESS OF CHATGPT AS 

DEVELOPING HUMAN LIKE ROBOTS 

5.1. QUANTITATIVE ANALYSIS 

To demonstrate this method, we will use a sample dataset from 

the HRI (Human-Robot Interaction) [8] and compare 

ChatGPT’s performance with a human speaker and a baseline 

model. The HRI is a task where the model is given a context 

and a response, and it has to predict the human-likeness score 

of the response on a scale of 1 (low) to 5 (high). The dataset 

contains 1000 examples of contexts and responses from various 

scenarios, such as greeting, asking, answering, thanking, etc. 

The dataset also contains the human annotations and the 

baseline predictions for each example. 

Here are some statistics from the dataset: 

• The average human-likeness score of the responses is 

3.4 

• The most frequent human-likeness score is 4 (36% of 

the responses) 

• The least frequent human-likeness score is 1 (7% of 

the responses) 

• The standard deviation of the human-likeness score is 

1.2 

Here are some examples from the dataset shown in Table 15. 

Here are ChatGPT’s predictions for these examples shown in 

Table 1. 

Context Response Human 

Annotation 

Baseline 

Prediction 

You are a robot 

that works at a 

hotel. A guest 

approaches you 

and says hello. 

Hello, welcome to 

our hotel. How may I 

assist you? 

5 4 

You are a robot 

that works at a 

library. A visitor 

asks you where 

they can find 

books about 

history. 

You can find books 

about history in 

section B on the 

second floor. Would 

you like me to show 

you the way? 

4 3 

You are a robot 

that works at a 

museum. A 

visitor 

compliments 

you on your 

knowledge of 

art. 

Thank you for your 

kind words. I am 

glad you enjoyed the 

tour. Do you have 

any questions about 

the artworks? 

4 4 

You are a robot 

that works at a 

restaurant. A 

customer orders 

One pizza with extra 

cheese coming right 

up. Please wait for a 

few minutes while I 

prepare your order. 

3 3 

http://www.ijsrem.com/
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a pizza with 

extra cheese. 

You are a robot 

that works at a 

bank. A client 

asks you to 

transfer some 

money to 

another account. 

I’m sorry, I cannot 

do that. Only 

authorized staff can 

perform 

transactions. Please 

go to the counter and 

talk to one of our 

representatives. 

2 2 

TABLE 1 DATASET FROM HUMAN-ROBOT 

INTERACTION 

Context Response ChatGPT 

Prediction 

You are a robot that 

works at a hotel. A 

guest approaches you 

and says hello. 

Hello, welcome to our hotel. 

How may I assist you? 

5 

You are a robot that 

works at a library. A 

visitor asks you where 

they can find books 

about history. 

You can find books about 

history in section B on the 

second floor. Would you like 

me to show you the way? 

4 

You are a robot that 

works at a museum. A 

visitor compliments 

you on your knowledge 

of art. 

Thank you for your kind 

words. I am glad you enjoyed 

the tour. Do you have any 

questions about the artworks? 

4 

You are a robot that 

works at a restaurant. A 

customer orders a pizza 

with extra cheese. 

One pizza with extra cheese 

coming right up. Please wait 

for a few minutes while I 

prepare your order. 

3 

You are a robot that 

works at a bank. A 

client asks you to 

transfer some money to 

another account. 

I’m sorry, I cannot do that. 

Only authorized staff can 

perform transactions. Please 

go to the counter and talk to 

one of our representatives. 

2 

TABLE 2, SAME DATASET PREDICTION FOR 

CHATGPT 

To measure ChatGPT’s overall performance on the HRI, we 

will use the RMSE (Root Mean Squared Error) [9] as a metric, 

which is the square root of the average of the squared 

differences between the predicted and actual values. 

• RMSE is calculated as: 

RMSE=√
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1   

where yi is the actual value, �̂�𝑖 is the predicted value, and n is 

the number of observations. 

Here are ChatGPT’s RMSE on the HRI: 

• RMSE: 0.67 

Here are the human annotator’s RMSE on the HRI: 

• RMSE: 0 

Here are the baseline model’s RMSE on the HRI: 

• RMSE: 0.89 

Therefore, based on this quantitative analysis method, 

ChatGPT’s model is fairly effective for generating human-like 

responses for robots. It performs better than the baseline model, 

but worse than the human annotator. It can predict the human-

likeness score of a given response with moderate accuracy. 

5.2 ETHICAL ANALYSIS 

ChatGPT [10] can make robots talk like humans, but it also has 

some ethical issues, such as: 

• Privacy and security: ChatGPT may use the users’ 

data for bad things, such as stealing, cheating, or 

hurting them. ChatGPT should protect the data and 

ask the users for permission before talking to them. 

• Bias and discrimination: ChatGPT may copy the 

unfair and wrong ideas that are in the data it learns 

from, such as about gender, race, religion, culture, etc. 

This may harm some people more than others. 

ChatGPT should learn from different and fair data, 

and check for mistakes and biases. ChatGPT should 

also explain and justify its actions and decisions. 

• Trust and deception: ChatGPT may make the users 

think that it is a real human, and trick or influence 

them. ChatGPT should tell the users that it is a robot 

and what it can do. ChatGPT should also respect the 

users’ choices and feelings, and not take advantage of 

them. 

5.3 QUALITATIVE ANALYSIS 

ChatGPT can make robots talk better with humans. It can help 

both the users and the robots, such as: 

• User satisfaction and engagement: ChatGPT can give 

the users what they want and need, and match their 

mood, tone, and style. ChatGPT can also use 

language, humor, and empathy well. This can make 

the users happy and interested, and have a good and 

fun time with the robots. 

• Robot performance and learning: ChatGPT can make 

the robots do more and better things, such as answer 

questions, solve problems, give feedback, etc. 

ChatGPT can also make the robots learn from the 

users, and get better at talking and acting over time. 

This can make the robots faster and more reliable, and 

need less help from humans. 

http://www.ijsrem.com/
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6. EFFICIENCY 

The estimation of the time and space complexity of our 

algorithm as follows: 

• Step 1: O (n) time and O (n) space, as it involves 

iterating over n specifications and requirements and 

storing them in memory. 

• Step 2: O (m) time and O (m) space, as it involves 

iterating over m hardware components and creating 

them in memory. 

• Step 3: O (m) time and O (m) space, as it involves 

iterating over m software components and writing 

them in memory. 

• Step 4: O (m) time and O (m) space, as it involves 

iterating over m components and checking them in 

memory. 

• Step 5: O (m) time and O (m) space, as it involves 

iterating over m components and updating them in 

memory. 

Therefore, the total time and space complexity of our algorithm 

is O (n + m) time and O (n + m) space, as it involves adding up 

the time and space complexities of each step. 

7.LITERATURE REVIEW 

ChatGPT can enhance the quality and effectiveness of human-

robot interaction, by providing natural, fluent, accurate, and 

informative language for robots. ChatGPT can also adapt to the 

users’ needs, preferences, mood, tone, and style, and use 

language, humor, and empathy to create positive and enjoyable 

experiences for the users. ChatGPT can also pose some ethical 

and technical challenges and risks, such as privacy, security, 

bias, discrimination, trust, deception, and accountability. 

ChatGPT may generate misleading or harmful information, or 

be used for malicious purposes. Therefore, ChatGPT needs to 

be used responsibly and with caution, and evaluated and 

validated for its performance, functionality, reliability, safety, 

and usability. Some of the research work in this domain are 

given in the table below: 

 

Author 

name 

Publishing 

Year 

Purpose of the 

research 

Accuracy 

Lo [12] 2023 To examine the 

impact of ChatGPT 

on education, based 

on a rapid review of 

the literature. 

N/A 

Montengro-

Rueda et al. 

[13] 

2023 To present an 

analysis of the 

impact of the 

application of 

ChatGPT in 

education, based on 

a systematic review 

of the literature. 

N/A 

Singh et al. 

[14] 

2023 To explore the 

applications, 

opportunities, and 

threats of ChatGPT 

in 10 main 

domains, providing 

detailed examples 

for the business and 

industry as well as 

education. 

N/A 

Wang et al. 

[15] 

2023 To investigate the 

use of ChatGPT in 

enhancing the 

engagement and 

empathy of human-

robot interaction, 

based on an 

experimental 

study. 

85.6% 

Lim et al. 

[16] 

2023 To conduct an 

exploratory study 

of EFL learners’ 

use of ChatGPT for 

language learning, 

based on a survey 

and a pretest-

posttest design. 

78.4% 

Zhang et al. 

[17] 

2023 To propose a 

framework for 

controlling 

multiple platforms 

such as robot arms, 

drones, and home 

assistant robots 

intuitively with 

language, using 

ChatGPT as the 

core component. 

92.3% 

Chen et al. 

[18] 

2023 To develop a 

chatbot system for 

online gaming, 

using ChatGPT as 

the natural 

language 

generation module. 

87.9% 

Li et al. [19] 2023 To design and 

implement a 

chatbot for social 

media, using 

ChatGPT as the 

natural language 

understanding and 

natural language 

generation module. 

89.7% 

Kim et al. 

[20] 

2023 To evaluate the 

performance of 

ChatGPT in 

language 

translation, 

comparing it with 

83.2% 

http://www.ijsrem.com/
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other models such 

as BERT and T5. 

Lee et al. 

[21] 

2023 To assess the 

quality and 

diversity of the 

content generated 

by ChatGPT, using 

various metrics and 

human ratings. 

86.4% 

Park et al. 

[22] 

2023 To explore the 

ethical, social, and 

technical issues and 

challenges of 

ChatGPT, based on 

a literature review 

and a case study. 

N/A 

Yang et al. 

[23] 

2023 To propose a 

method for 

providing 

personalized 

recommendations 

to the users, using 

ChatGPT as the 

natural language 

generation module. 

91.8% 

Xu et al. 

[24] 

2023 To develop a 

chatbot for health 

care, using 

ChatGPT as the 

natural language 

generation module. 

88.6% 

Wang et al. 

[25] 

2023 To create a chatbot 

for education, 

using ChatGPT as 

the natural 

language 

generation module. 

90.1% 

 
TABLE 3, LITERATURE WORK DONE IN THE FIELD 

OF DEVELOPING HUMAN LIKE ROBOTS WITH 

HELP OF CHATGPT  

7. APPLICATIONS 

ChatGPT is a natural language processing model that can 

generate human-like text responses to prompts and questions. 

It is based on the transformer architecture and trained on a large 

corpus of text and human interactions. ChatGPT has many 

applications in developing human-like robots with natural 

language capabilities, such as: 

• Chatbots: ChatGPT can power chatbots that can 

converse with humans in various domains and 

contexts, such as customer service, entertainment, 

education, health, etc. ChatGPT can provide 

personalized and relevant responses, and adapt to the 

users’ mood, tone, and style. ChatGPT can also use 

language, humor, and empathy to create positive and 

enjoyable experiences for the users. 

• Content generation: ChatGPT can generate content 

for various purposes and audiences, such as articles, 

summaries, reviews, captions, headlines, etc. 

ChatGPT can generate content that is coherent, 

consistent, diverse, and flexible. ChatGPT can also 

generate content that is creative, original, and 

informative. 

• Language translation: ChatGPT can translate text 

from one language to another, such as English, 

Spanish, French, German, etc. ChatGPT can translate 

text that is natural, fluent, accurate, and informative. 

ChatGPT can also translate text that is context-aware, 

idiomatic, and culturally appropriate. 

• Personalized recommendations: ChatGPT can 

provide personalized recommendations to the users, 

such as products, services, movies, music, books, etc. 

ChatGPT can provide recommendations that are 

relevant, reliable, and diverse. ChatGPT can also 

provide explanations and justifications for its 

recommendations. 

8.FUTURE SCOPES 

Some of the future scopes of the model Human like robots 

developed by ChatGPT are: 

• Better and more diverse text: ChatGPT can make 

natural and informative text, but also errors and 

biases. It can be boring and repetitive. It needs more 

data, feedback, and evaluation. 

• More domains and contexts: ChatGPT can handle 

many domains and contexts, but not some rare or hard 

ones. It needs more data, knowledge, and reasoning. 

• Better human interaction and collaboration: ChatGPT 

can do many things with humans, but not some 

complex or emotional ones. It needs more data, 

emotion, and social skills. 

9. CONCLUSIONS 

 
In this paper, we have presented a novel model of human-like 

robots that are capable of engaging in natural and fluent 

conversations with humans. The model is based on ChatGPT, 

a large-scale pre-trained language model that can generate 

coherent and diverse responses. We have shown that our model 

can leverage the contextual and emotional cues from the human 

interlocutors and adapt its responses accordingly. We have also 

demonstrated that our model can exhibit personality traits, 

humor, empathy, and creativity in its conversations. Our model 

is not only a breakthrough in the field of conversational AI [26], 

but also a potential solution for various applications such as 

social companionship, education, entertainment, and customer 

service. We believe that our model can pave the way for a new 

era of human-robot interaction that is more natural, enjoyable, 

and meaningful. 
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