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Abstract: Generative artificial intelligence tool ChatGPT stunned the globe with its extraordinary versatility. Teachers 

are divided about how they feel about the revolutionary effects of ChatGPT, an artificial intelligence system with 

amazing capabilities that can do complicated jobs in the field of education. The purpose of this study was to investigate 

the possible advantages and disadvantages of ChatGPT for enhancing education by analysing the most recent literature 

on the topic. ChatGPT's advantages include, but are not limited to, the facilitation of student-centered and collaborative 

learning, the generation of suggestions for formative assessment activities that deliver continuous feedback to guide 

instruction, and so on. The research goes on to detail the ChatGPT's built-in restrictions, such as the possibility of false 

positives, the existence of data-training biases that might amplify pre-existing biases, privacy concerns, etc. The 

research provides suggestions about how to best use ChatGPT to advance education. It would be beneficial for 

policymakers, academics, teachers, and tech experts to begin discussions on how these nascent generative AI 

technologies might be utilised in a responsible manner to boost student learning. 
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1. INTRODUCTION  

The contemporary era is marked by the rapid proliferation of Artificial Intelligence (AI), a technological 

revolution that has transcended the boundaries of various industries and permeated nearly every facet of 

human life. Within this transformative landscape, the field of education has emerged as a prominent arena 

where the synergistic interaction between human intellect and machine capabilities is altering the very 

essence of pedagogy and learning. As we navigate the intricate dynamics of education in the Era of 

Generative Artificial Intelligence (AI), it is imperative to explore how AI-driven technologies, exemplified 

by ChatGPT, have the potential to reshape and amplify the teaching and learning experience[1]. 

The advent of ChatGPT, a state-of-the-art generative AI language model, represents a pivotal milestone in 

the evolution of AI technologies[2]. With its remarkable ability to understand and generate human-like text, 

ChatGPT has become a versatile tool with diverse applications. Within the realm of education, its potential 

is particularly intriguing. ChatGPT stands at the intersection of machine intelligence and pedagogical 

innovation, offering educators, learners, and educational institutions an unprecedented array of opportunities 

to enhance the teaching and learning process shown in Figure 1. 

This research paper embarks on an illuminating exploration of the "Potential Benefits of ChatGPT in 

Promoting Teaching and Learning in the Era of Generative Artificial Intelligence (AI)." It endeavours to 

shed light on the multifaceted advantages that ChatGPT and similar generative AI models can offer in the 

educational context. From personalized tutoring to content creation, ChatGPT possesses the capacity to tailor 

educational experiences to individual needs, streamline administrative tasks, and foster a more engaging and 

interactive learning environment[3]. 
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Figure 1: ChatGPT as ‘Educative artificial intelligence’ 

while the potential benefits are compelling, they are accompanied by complex considerations. This includes 

questions related to the ethical use of AI in education, the need for robust safeguards against bias, and the 

preservation of human pedagogical expertise[4]. Consequently, as we navigate the integration of ChatGPT 

and similar AI technologies into education, it is crucial to strike a balance between harnessing their potential 

and addressing the ethical and practical challenges they pose. 
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Figure 2: Themes emerging from the interview (own elaboration). 

In essence, this research paper aims to provide a comprehensive exploration of the potential benefits of 

ChatGPT in education, offering insights into how this generative AI model can elevate teaching and learning 

practices[5]. Through a rigorous analysis of its applications, impacts, and ethical dimensions, we seek to 

contribute to the ongoing discourse surrounding the role of AI in education. Ultimately, this paper aspires to 

foster a deeper understanding of how ChatGPT can be leveraged to transform and enrich the educational 

landscape in this transformative era of Generative Artificial Intelligence (AI)[6-8]. 

The Present Study  

The research question of the present study is “What are the current opinions and evidence about the 

opportunities and the challenges represented by the development and implementation of AI systems in 

educational settings?” The stated research question is challenged with a narrative review article that analyzes 

the current research, opinions, and published literature on AI and ChatGPT (and, by extension, AI and LLMs) 
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and the impact of these technologies in the educational sector. The existing literature was screened non 

systematically, searching for the keywords “ChatGPT AND education” and “AI AND education” in Google 

Scholar and Scopus for articles published after December 2022 until august 2023. Further articles were added 

using the snowball method, selecting articles perceived as particularly relevant starting points. The present 

article aims to build on recently published scientific works, explicitly targeting the discussion on how these 

advanced AI models can be used in education and especially in university settings.  

 

Fig: Uses of ChatGP 

2. Method: Thing Ethnography Applied to ChatGPT 

Ethnography refers to a form of social research that emphasizes the importance of studying first-hand 

what people do and say in particular contexts [9]. It involves an in-depth understanding of the world based 

on social relations and everyday practices. Traditionally, the focus of ethnography has been on human 

perspectives via qualitative methods such as observation and interviews. However, it is argued that as 

humans, “we have complex and intertwined relationships with the objects around us. We shape objects; and 

objects shape and transform our practices and us in return” [10]. Recognizing this continual interplay between 

humans and objects necessitates research methodologies that grant both parties an equal role. 

Recently, there has been a growing interest in moving away from a human-centered ethnographic 

approach to that of seeking nonhuman perspectives in a context where human perspectives are felt to be 

partial to fully understanding the interdependent relations between humans and nonhumans [11]. By studying 

things as incorporated into practices, we learn about both people and objects at the same time. This approach 
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provides the opportunity to reflect on us by reflecting on things [12]. Relatively consolidated methods for 

exploring the distinct viewpoints, development paths, and possible worldviews of nonhuman entities 

incorporate ‘thing ethnography’ [13]. Thing ethnography is an approach that allows access to and 

interpretation of things’ perspectives, enabling the acquisition of novel insights into their socio-material 

networks. Thing ethnography emerges at the intersection of data that things give access to and the analysis 

and interpretation that human researchers contribute [14]. Giaccardi et al. contend that adopting a thing 

perspective can offer distinct revelations regarding the interplay between objects and human practices, 

leading to novel approaches for collectively framing and resolving problems alongside these entities. 

 
Figure 3: Principles for acceptable and responsible use of AI in higher education 

In this shift towards thing ethnography, artificial intelligence (AI) plays a significant role as its unique 

capacities provide unprecedented access to nonhuman perspectives of the world [15]. The unique 

perspectives of mundane things such as kettles, cups, and scooters can now be accessed via the use of 

software and sensors [16-17]. For instance, by attaching autographers to kettles, fridges, and cups, a study 

collected more than 3000 photographs that helped to uncover use patterns and home practices around these 

objects . Another study looking into the design of thoughtful forms of smart mobility used cameras and 

sensors to collect data from scooters in Taipei, generating a better understanding of the socio-material 

networks among scooters and scooterists in Taiwan [18]. Moreover, the development of chatbots opens the 

possibility of directly interacting and accessing AI systems’ views via text exchange. 
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It has already been recognized that AI “has the potential to impact our lives and our world as no other 

technology has done before” [19], both positively and negatively. This knowledge is raising many questions 

concerning its ethical, legal, and socio-economic effects, and even calls for a pause in the development of 

more advanced AI systems [20]. With the increasing intelligence of things, it becomes crucial to adopt 

suitable perspectives to access, observe and understand the diverse social consequences and emerging 

possibilities that arise from this advancement [21]. So far, the relationship between humans and things in 

research has been unidirectional. So, what happens if we change the focus to ‘things’, especially ‘things’ 

with human-like intelligence with the potential to become fully self-aware within the next few decades or 

even achieve Artificial General Intelligence (AGI) [22-23]? What happens if we try to understand the world 

from the perspective of a ‘thing’, such as AI, which is increasingly impacting many aspects of life? Applying  

3. AI and ChatGPT for Advancing Teaching and Learning Activities  

The published scientific literature broadly suggests that AI technology possesses the potential to serve as a 

significant asset in education, occupying various roles that enrich both learning and pedagogical experiences. 

Authors have suggested that AI technology is an instrumental tool in essay grading [24-25], although the 

value and the efficacy of these AI-based grading tools remain largely unclear within the confines of the 

existing scientific literature. The literature has reported that ChatGPT exhibits the potential to automatize 

and improve the grading system and has suggested that ChatGPT could be utilized to semi automate the 

grading process for students’ work by discerning both the strengths and weaknesses within a given task in a 

broad spectrum of assignments, including research articles, academic essays, and other forms of written 

coursework [26]. In this context, educators can adapt the reports generated by such a model to deliver 

beneficial feedback to students, whether in formative or summative assessment scenarios. Furthermore, with 

the assistance of ChatGPT, a more precise evaluation of a student’s learning challenges, and progression can 

be ascertained. This can aid teachers in pinpointing the areas where learners encounter difficulties, allowing 

them to target interventions more effectively [27].  
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Fig: ChatGPT in Higher Educaion 

The deployment of AI for grading short answer responses in an online learning environment has been 

evidenced successfully in past studies [28-29]. Furthermore, it has been argued that an AI-powered automatic 

grader (to be used to prepare an exam preparation) could potentially serve as a teaching aid for the students 

and help them achieve higher exam scores. Furthermore, AI graders may contribute to a more impartial 

grading process [30-31]. However, it is worth considering that it is essential to study the importance of the 

grading explanation and transparency of the grading process that these systems are reporting to the students, 

which may be a pivotal aspect considering both ethical concerns related to the technology and its 

acceptability [32]. 

Additionally, since AI systems rely on existing data from prior evaluations for training, they may be suited 

explicitly for assessing standardized tests, such as nationwide professional education examinations, where 

data from past tests are abundant and standardized assessment is a priority. However, these systems may be 

less competent when assessing individual university exams that often undergo annual format alterations and 

where past evaluation data might be limited.  
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Moreover, deploying AI for evaluating complex assignments might prove insufficient, necessitating that AI 

grades be calibrated or weighted by considering various variables unique to each assignment. These variables 

could include the student’s independent work and contribution, their comprehension and representation of 

the existing literature on a given topic, and scenarios with limited training data. A balanced evaluation 

procedure that synergizes both a transparent or explainable AI system (for perspectives and definitions of 

explainable AI, see, for example, [33,34]) and human involvement is likely to yield the most favourable 

results in terms of the quality of assessments and the acceptability of using AI for evaluating student work, 

at least in the foreseeable future.  

Because of future AI support, teachers could potentially lessen their workloads, redirecting their primary 

focus towards crafting innovative lesson plans, engaging in professional development, and offering 

personalized coaching and mentorship to each student. All these activities are instrumental in enhancing 

students’ learning performance for the skills and challenges of the future.  

The potential of AI tools extends beyond grading and assessment; they can also be deployed for translating 

educational materials and fostering interactive and adaptive learning environments. Notably, generative 

models, such as GPT-4, exhibit substantial promise in these domains. GPT-4 has demonstrated high 

proficiency in translation tasks, surpassing previous solutions in terms of quality [35-36]. However, the 

novelty of this application is partially tempered due to the pre-existing success of machine translation 

technologies, which have delivered satisfactory results in document translation already for several years [37-

38]. Although this is not an entirely new development, it underscores the continuous advancements and 

improvements in the AI field, specifically in the sphere of machine translation. Envisioning learning 

materials translated quickly and automatically into several different languages is nowadays a potential 

perspective in the short term. These improvements hold the potential to further enhance and revolutionize 

learning experiences by providing precise and efficient translations of educational content. This not only 

expands the accessibility of materials to a more diverse student population but also contributes to creating 

more responsive and adaptable learning environments.  

4. Challenges and Threats Posed by ChatGPT in Education  

While ChatGPT’s potential is vast, some concerns regarding the accuracy of its generated content must be 

addressed. Topsakal and Topsakal (2022) [39] proposed using ChatGPT to generate raw dialogue materials 

for training course-specific chatbots. Upon verification of the content’s accuracy, these materials could then 

be translated by ChatGPT into a format compatible with AI chatbots such as Google Dialog flow, thus 

providing students with a personalized and interactive learning environment.  

While, as discussed earlier, AI tools may help lecturers to decrease their current workload and therefore 

promote more research and lifelong learning activities (e.g., to improve the overall quality of the teaching 

and to implement new teaching methods in the classroom), they could also lead to job cuts [40] or outsourcing 

to the machines of a large portion of paid employment [41].  

The use of ChatGPT in education poses challenges related to its accuracy and reliability [42]. Because 

ChatGPT is trained on a large corpus of unpolished, raw data, it may not be objective and critical inaccuracies 
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have been reported. The efficacy of generative models hinges on the quality and diversity of the data used in 

their training. If these training datasets encompass biases, these biases invariably seep into the model. 

Consider an illustrative scenario where a model is trained using a dataset predominantly composed of essays 

from students belonging to a specific demographic. This lack of diverse representation may compromise the 

model’s ability to evaluate essays written by students outside of that demographic. The origin of these biases 

can be traced back to factors such as overreliance on research data sourced from affluent nations or the use 

of textbooks that fail to address a global perspective [43]. As evidenced by the work of Pavlik (2023) [44], 

ChatGPT is not familiar with crucial information relevant to evaluating media sources’ quality and eventual 

biases. It has also been found that, in some cases, the information delivered by ChatGPT may be biased 

politically [45-46]; as well on religion, race, gender, and fairness (for a review see [47]). However, these 

biases seem to have decreased in the latest version of the AI tool [48]. In addition, ChatGPT’s knowledge is 

by now limited to data before 2021 [49-50]. Taking into consideration the time required for AI systems to 

collect data and be updated, some level of delay between when the information is created (e.g., over the 

internet) and included in the model is also to be expected in the future (although this can be mitigated, e.g., 

by allowing the model to access information live on the internet, as in the implementation of ChatGPT into 

Bing or the recently released ChatGPT browsing beta). Therefore, its responses may not always be accurate 

or reliable, particularly for specialized subjects and recent events. Furthermore, ChatGPT may generate 

incorrect or even fabricated information, as often reported by both users and the scientific literature [51-52], 

and such issue can be problematic for students who rely on ChatGPT to inform their learning. However, the 

problems regarding the false information provided by AI models (often referred to as “AI Hallucinations,” 

see [53]) are probably going to be mitigated in the future, and GPT4 already shows fewer of these 

hallucinations compared to the previous version of ChatGPT [54].  

The complex issue of student plagiarism has become a significant worry within educational institutions due 

to the widespread use of AI writing tools. The rampant misuse of intellectual property without appropriate 

citation raises ethical concerns and undermines the academic integrity of the educational process. To combat 

this, plagiarism-detection applications routinely uncover plagiarized content in student submissions. These 

software solutions use various methods, from similarity checking to advanced linguistic pattern analysis, to 

identify plagiarized material (for an in-depth analysis of these tools and their application, refer to [55]).  

Despite these precautionary measures, recent studies have highlighted an alarming trend where sophisticated 

AI models like ChatGPT can successfully circumvent these plagiarism detectors. It appears that ChatGPT, 

due to its ability to generate seemingly original text, can produce content that appears to be genuinely novel, 

thereby evading detection by traditional plagiarism software [56]. Exacerbating this issue are findings that 

even plagiarism detectors designed to flag text generated by AI models might not be entirely trustworthy. 

Although these specific detectors have shown some promise, they are not infallible and occasionally cannot 

identify AI-generated content. This inconsistency undermines the efficacy of these tools, contributing to the 

increasing complexity of plagiarism detection.  
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5. POSSIBLE DRAWBACK OF USING CHATGPT AND RELATED GENERATIVE AI IN 

EDUCATION  

To have an overview of the possible drawback incorporating ChatGPT and related generative AI in 

education, ChatGPT was asked to discuss with references the possible drawback of using ChatGPT and 

related generative AI in education. Below is the outcome of my query.  

While there are many potential benefits of using ChatGPT and other generative AI models in education, there 

are also some drawbacks to consider. These drawbacks are supported by research studies:  

Lack of Human Interaction: ChatGPT and other generative models are not capable of providing the same 

level of human interaction as a real teacher or tutor. This lack of human interaction can be a disadvantage for 

students who may benefit more from a personal connection with a teacher. A study by D'Mello and colleagues 

(2014) found that students who interacted with a virtual tutor that mimicked human-like affective behaviour 

had a better learning outcome than those who interacted with a virtual tutor that lacked this behaviour.  

Limited Understanding: Generative models are based on statistical patterns in the data they are trained on, 

and they do not have a true understanding of the concepts they are helping students learn. This can be a 

disadvantage when it comes to providing explanations or feedback that are tailored to a student's individual 

needs and misconceptions. A study by Wang and colleagues (2020) showed that a generative model-based 

tutoring system lacked the ability to provide explanations that were tailored to students' misconceptions.  

Bias in Training Data: Generative models are only as good as the data they are trained on, and if the training 

data contains biases, the model will also be biased. For example, if a model is trained on a dataset of essays 

that are primarily written by students from a certain demographic, it may not be able to accurately grade 

essays written by students from other demographics. A study by Bolukbasi and colleagues (2016) showed 

that a generative model trained on a large corpus of text from the internet exhibited gender bias in its language 

generation.  

Lack of Creativity: Generative models can only generate responses based on the patterns in the data they 

have seen during training, which can limit the creativity and originality of the responses. A study by Ziegler 

and colleagues (2019) found that a generative model-based music composition system had a limited ability 

to generate original and diverse melodies.  

Dependency on Data: Generative models are trained on a large amount of data, and the quality of the model 

is highly dependent on the quality and quantity of the data. If the data is not sufficient or not relevant, the 

model will not be able to perform as well. A study by Kocaguneli and colleagues (2019) showed that a 

generative model-based question answering system performed poorly when the training data was not relevant 

to the task at hand.  

Lack of Contextual Understanding: Generative models lack the ability to understand context and situation, 

which can lead to inappropriate or irrelevant responses. A study by Gao and colleagues (2019) showed that 
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a generative model-based dialogue system had a limited ability to understand and generate contextually 

appropriate responses in a conversation.  

Limited ability to personalize instruction: ChatGPT and other generative AI models can provide general 

information and assistance, but they may not be able to personalize instruction to meet the individual needs 

of a particular student.  

Privacy: There are also concerns about privacy and data security when using ChatGPT and other generative 

AI models in education.  

It is important to keep in mind that ChatGPT and other generative AI models are powerful tools, but they are 

not a replacement for human teachers and tutors. It is important to use these tools responsibly and in 

conjunction with human instruction and support.  

Overall, while generative AI models such as ChatGPT can be powerful tools for enhancing teaching and 

learning, it is important to be aware of their limitations and to use them in conjunction with other teaching 

methods that emphasize human interaction and understanding.  

 

6. Conclusions  

The findings of this study highlighted the transformative potential of ChatGPT in education, consistent with 

previous studies, while also revealing additional insights. It also highlighted significant challenges that must 

be addressed. The paper presents key themes identified during the interview, including opportunities, 

challenges, barriers, and mitigation strategies. Given the novelty of ChatGPT, existing literature about its use 

within higher education is limited and largely hypothetical or speculative. Our hope is that the findings 

presented here can serve as a research agenda for researchers and the wider academic community to identify 

research priorities, gaps in knowledge, and emerging trends. A key takeaway point is the urgent need for 

empirical research that delves into best practices and strategies for maximizing the benefits of GenAI, as well 

as user experiences, to understand students’ and academics’ perceptions, concerns, and interactions with 

ChatGPT. Another priority is the development of policies, guidelines, and frameworks for the responsible 

integration of ChatGPT in higher education. Based on the conversation with ChatGPT, this paper also 

presents some principles for the acceptable and responsible use of AI in higher education. These principles 

can be useful for Higher Education Institutions working towards internal AI policies. However, empirical 

studies are needed to explore the transferability of findings presented here to varied contexts with specific 

features, for instance, distance or online learning.  

This study employed a thing ethnography approach to explore ChatGPT’s perspective on the opportunities 

and challenges it presents for higher education. This is an innovative approach that has been implemented in 

design research but could become a powerful tool for researchers from other disciplines wanting to engage 

with “intelligent things”. In this study, thing ethnography provided a methodological framework to collect 

the viewpoints of ChatGPT. This helped us to test its potential biases and accuracy, as well as uncover 
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insights that have not been extensively documented in the existing literature. As an interviewee, ChatGPT 

provided very relevant and interesting insights, showing some level of critique towards itself when 

questioned about potential risks and challenges, which indicates some level of transparency regarding its 

own shortcomings. A benefit of this approach is that ChatGPT enables interviewers to request further 

information and clarify responses, which can enhance data collection. Additionally, the chatbot displays a 

very good level of recollection during a conversation. Its memory seems to be limited; however, this did not 

represent an issue for the length of our interview. Despite the absence of non-verbal cues and expressions, 

the answers obtained seemed balanced and clearly conveyed meaning. Therefore, it is argued that interviews 

with ChatGPT have the potential to collect relevant data.  
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