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ABSTRACT  

Technological development, including machine learning, has a huge impact on health through an effective analysis of various 

chronic diseases for more accurate diagnosis and successful treatment. In this digital world, most of the people are prone to diseases, 

due to lack of healthy food, proper sleep and daily exercise. It is very important to know if we are suffering from a disease, at an 

early stage rather than discovering it at a later stage. Hence disease prediction system plays an important role as it predicts the 

diseases based on system. The objective of this project is to predict the Pattern Classification by using Neural Network (NN)and 

Adam Optimization Algorithm (Adam). In this project we used machine learning for training the data sets. The data sets include 

the records of the patients who are infected. Here we are taken the datasets of the diseases that are Cancer, Liver, Diabetes. We 

introduce Adam, an algorithm for first-order gradient-based optimization of stochastic objective functions, based on adaptive 

estimates of lower-order moments. The method is straightforward to implement, is computationally efficient, has little memory 

requirements. The obtained results show that the proposed method performs better then or on par with other methods in terms of 

classification accuracy and sum squared errors and it predicts whether the person is infected or not.  

Keywords: Adam Optimization Algorithm, Multilayer Perceptron Neural Networks, Pattern Classifications, UCI Datasets, 

Machine Learning. 

 

INTRODUCTION 

A major challenge faced by health care organizations, such as hospitals and medical Centre, is the provision of quality services at 

affordable costs. The quality service implies diagnosing patients properly and administering effective treatments. The available 

chronic disease database consists of both numerical and categorical data. Before further processing, cleaning and filtering are applied 

on these records in order to filter the irrelevant data from the database. The proposed system can determine an exact hidden 

knowledge, i.e, patterns and relationships. 

The name Adam is gotten from versatile second estimation. Adam is a well-known calculation in the field of profound learning 

since it accomplishes great outcomes quick. It is suggested by some notable neural system calculation specialists. Streamlining is 

characterized as the determination of the best arrangement. Essential outcomes and numerical strategies in enhancement can be 

utilized to locate the perfect decision among numerous potential other options. Improvement strategies are of deterministic and 

arbitrary insight approaches. Deterministic techniques produce indistinct course of action if its starting qualities are equivalent with 

each other when dealing with a comparative issue. Nature gives a part of the beneficial ways to deal with deal with some mind-

boggling issues or issues . 
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 Calculations that are copying structures in nature/motivated from nature are called Nature Inspired Algorithms. Nature-persuaded 

estimations are novel, basic reasoning strategies and have been pulling in noteworthy thought for their extraordinary execution. 

Agent occasions of nature motivated calculations incorporate Swarm Intelligence (SI), Artificial Neural Networks (ANN) and 

Evolutionary Computing (EC), and so forth. These nature moving calculations are having significant job in taking care of numerous 

genuine complex issues by utilizing advancement procedures and models. Metaheuristic enhancement procedures have gotten 

extremely mainstream throughout the most recent two decades. 

Optimization is defined as the selection of the best solution. Fundamental results and numerical methods in optimization can be 

used to find the ideal choice among many possible alternatives. Optimization methods are of deterministic and random intelligence 

approaches. Deterministic methodologies produce indistinguishable arrangement if its beginning values are equal with one another 

when taking care of a similar issue. Unlike deterministic approaches, gradient free stochastic approaches are mainly based on 

random walks 

 

LITERATURE REVIEW 

Adam is an adaptive learning rate optimization algorithm that’s been designed specifically for training deep neural networks. First 

published in 2014, Adam was presented at a very prestigious conference for deep learning practitioners. ICLR 2015 The paper 

contained some very promising diagrams, showing huge performance gains in terms of speed of training. However, after a while 

people started noticing, that in some cases Adam actually finds worse solution than stochastic gradient descent. A lot of research 

has been done to address the problems of Adam. 

The algorithms leverage the power of adaptive learning rates methods to find individual learning rates for each parameter. It also 

has advantages of Ad grad, which works really well in settings with sparse gradients, but struggles in non-convex optimization of 

neural networks, and RMSprop, which tackles to resolve some of the problems of Ad grad and works really well in on-line settings. 

Adam has been raising in popularity exponentially according to ‘A Peek at Trends in Machine Learning’ article from Andrej 

Karpathy. 

In this post, I first introduce Adam algorithm as presented in the original paper, and then walk-through latest research around it that 

demonstrates some potential reasons why the algorithms works worse than classic SGD in some areas and provides several solutions, 

that narrow the gap between SGD and Adam. 

 

 

               ADAM OPTIMIZATION 

Adam involves the following steps: 

1. Compute the gradient and its element-wise square using the current parameters. 

2. Update the exponential moving average of the 1st-order moment and the 2nd-order moment. 

3. Compute an unbiased average of the 1st-order moment and 2nd-order moment. 

4. Compute weight update: 1st-order moment unbiased average divided by the square root of 2nd- order moment unbiased 

average (and scale by learning rate). 

5. Apply update to the weights. 

Advantages of using Adam on non-convex optimization issues: 

 Implementation is straightforward and Effective in computing. 

 Invariant of gradient diagonal rescale. 

 Best suited for information or parameters-sized problems. 
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 Suitable for non-stationary targets. 

 Suitable for very noisy/sparse gradient problems. 

 Easy to implement and Quite computationally efficient 

 Requires little memory space 

 Good for non-stationary objectives 

 Works well on problems with noisy or sparse gradients 

 Works well with large data sets and large parameters 

 DATA COLLECTION 

 

Diabetes Attributes: Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree Function, Age, 

Outcome. 

Liver Tumor Attributes: Total Bilirubin, Alkaline Phosphatase, Alaina Aminotransferase, Total Proteins, Albumin, 

Albumin and Globulin ratio 

Cancer Attributes: Cell Thickness, Cell size, Cell Shape, Bare Nuclei, Norm Nucleoli, Mitoses.  

 

                                                                        EXPERIMENTAL RESULT 

DIABETES: 
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LIVER: 
 

   

 
 

CANCER: 
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                                                            CONCLUSION  

We have introduced a simple and computationally efficient algorithm for gradient-based optimization of stochastic 

objective functions. Our method is aimed towards machine learning problems with large datasets and/or high-dimensional 

parameter spaces. The method combines the advantages of two recently popular optimization methods: the ability of 

AdaGrad to deal with sparse gradients, and the ability of RMSProp to deal with non- stationary objectives. The method is 

straightforward to implement and requires little memory. The experiments confirm the analysis on the rate of convergence 

in convex problems. Overall, we found Adam to be robust and well-suited to a wide range of non-convex optimization 

problems in the field machine learning. The performance of Adam is acceptable and has promising results which nominate 

it for other optimization applications such as timetabling. Training the NN using the Adam for classifying many other 

datasets is an going research. Future work includes further analysis for the ADAM algorithm. 
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