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Abstract 

Decision tree classifiers are regarded to be a standout of the most well-known methods to data classification representation of classifiers. 

Different researchers from various fields and backgrounds have considered the problem of extending a decision tree from available data, 

such as machine study, pattern recognition, and statistics. In various fields such as medical disease analysis, text classification, user 

smartphone classification, images, and many more the employment of Decision tree classifiers has been proposed in many ways. This 

paper provides a detailed approach to the decision trees. Furthermore, paper specifics, such as algorithms/approaches used, datasets, and 

outcomes achieved, are evaluated and outlined comprehensively. In addition, all of the approaches analyzed were discussed to illustrate 

the themes of the authors and identify the most accurate classifiers. As a result, the uses of different types of datasets are discussed and 

their findings are analyzed. 
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I. INTRODUCTION 

Nowadays, technology has developed a lot, especially in the 
field of Machine Learning (ML), which is useful for reducing 
human work. In the field of artificial intelligence, MLintegrates 
statistics and computer science to build algorithms that get more 
efficient when they are subject to relevant data rather than being 
given specific instructions. Besides speech recognition, image 
detection, text localization, etc. ML is the study of 
computational algorithms that are enhanced from experience 
automatically. It is considered as an artificial intelligence subset 
[1, 2]. Orderly to produce foretelling or decision without being 
specifically programmed to do so, ML algorithms create a 
model population based on a sample, defined as 'training data' 
[3, 4]. In a broad area of applications,like email filtering and 
computer vision, ML algorithms are utilized where it is difficult 
or impractical to create traditional algorithms to implement 
functions required [5]. For ML, there are many uses, the most 
prominent of which is predictive data mining. Two major 
mechanisms can be broken into ML 

classification fulfillments; model development and model 
evaluation [6, 7]. 

Using the same set of attributes, any instance in every 
dataset used by ML algorithms is described. The attributes 
could be continuous, categorical, or binary [8, 9]. If cases are 
recognized with recognized labels (correct outputs), then 
learning is called supervised [10, 11]. Supervised Learning is 
the role of inferring a function from classified training data is 
machine learning. It also analyzes the testing data and creates a 
derived task that can be used for new examples to map [12, 13]. 
Each data input object, however, has a class label pre- assigned. 
The primary function of supervised algorithms is to learn a 
model that creates the same labeling preferably for the data 
offered and popularizes well on unseen data. This is the major 
aim of algorithms for classification [14]. 

Classification attempts to predict the goal class with the 
highest precision. The classification algorithm finds out the 
relation between the input attribute and the output attribute to 
construct a model that is a 
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training process [15 - 17]. The amount of data obtained in data 
mining environments is huge [18 - 20]. If the data set isproperly 
classified and contains the minimum number of nodes, then 
using the decision tree method is optimal [21 - 23]. 

A decision tree is a tree-based technique in which any path 
beginning from the root is described by a data separating 
sequence until a Boolean outcome at the leaf node is achieved 
[24 - 27]. It is the hierarchical exemplification of knowledge 
relationships that contain nodes and connections. When 
relations are used to classify, nodes represent purposes [28 - 
31]. 

In this paper, a comprehensive review is performed for the 
latest and most efficient approaches that have been performed 
by researchers in the past three years about decision trees in 
different areas of machine learning. Also, the details of this 
method, such as using algorithms/approaches, datasets, and the 
findings achieved are summarized. In addition, this study 
highlighted the most commonly used approaches and the 
highest accuracy methods achieved. 

The organization of the remaining paper is as follows: 
Section II contains the decision tree algorithm mentioning its 
types, benefits, and drawbacks; Section III gives a Literature 
Review on decision tree Algorithm; Section IV comparison and 
discussion on the decision tree, and the last section contains the 
conclusion. 

threshold value in each test [36]. The conceptual rules are much 
easier to construct than the numerical weights in the neural 
network of connections between nodes [37, 38]. Mainlyfor 
grouping purposes, DT is used. Moreover, DT is a usually 
utilized classification model in Data Mining [39]. The nodes 
and branches are composed of each tree. Each node represents 
features in a category to be classified and each subset defines a 
value that can be taken by the node [40, 41]. Because of their 
simple analysis and their precision on multiple data forms, 
decision trees have found many implementation fields [42]. Fig. 
2 show an example of DT. 

II. DECISION TREE ALGORITHM 

One of the widely used techniques in data mining is systems 
that create classifiers [32]. In data mining, classification 
algorithms are capable of handling a vast volumeof information. 
It can be used to make assumptions regarding categorical class 
names, to classify knowledge on the basis of training sets and 
class labels, and to classify newly obtainable data [33]. 
Classification algorithms in machine learning contain several 
algorithms, and in this work, the paper focusedon the decision 
tree algorithm in general. Fig. 1 illustrate a structure of DT. 

Fig. 2. Example on Decision Tree [43] 
 

A. Types of Decision Tree Algorithms 

There are several Types of DT algorithms such as: Iterative 
Dichotomies 3 (ID3), Successor of ID3 (C4.5), Classification 
And Regression Tree(CART) [44], CHi-squared Automatic 
Interaction Detector(CHAID) [45], Multivariate Adaptive 
Regression Splines (MARS) [46], Generalized, Unbiased, 
Interaction Detection and Estimation (GUIDE), Conditional 
Inference Trees (CTREE) [47],[48], Classification Rule with 
Unbiased Interaction Selection and Estimation (CRUISE), 
Quick, Unbiased and Efficient Statistical Tree (QUEST) [49], 
[50]. Table I shown comparison between the frequently used 
algorithms for the decision tree [51]. 

B. Entropy and Information Gain 

Entropy is employed to measure a dataset's impurity or 
randomness [52], [53]. The value of entropy always lies 
between 0 and 1. Its value is better when it is equal to 0 while it 
is worse when it is equal to 0, i.e. the closer its value to 0 the 
better. As shown in “Fig. 3”. If the target is 𝐺 with different 
attribute values, the entropy of the classification of set 𝑆 with 
respect to 𝑐 states [54], [55]. As shown in “equation (1)”. 

 

Fig. 1. Decision Tree [34] 

 

Decision trees are one of the powerful methods commonly 

used in various fields, such as machine learning, image 
processing, and identification of patterns [35]. DT are a 
successive model that unites a series of the basic test efficiently 
and cohesively where a numeric feature is compared to a 

Entropy( 𝑆 ) = ∑𝑐 P log 2Pi (1) 

𝑖=1 
 

 

Where 𝑃𝑖 is the ratio of the sample number of the subset and 
the 𝑖-th attribute value. 
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TABLE I: COMPARISON BETWEEN THE MOST USED ALGORITHMS IN DT 
 

Methods CART C4.5 CHAID QUEST 

 
The measure used for 

input variable collection 

 
Gini index; Twoing 

criteria 

 

Entropy info-gain 

 

Chi-square 
Chi-square for categorical variables; J- 

way ANOVA for continuous/ordinal 

variables 

 

Pruning 

 

Pre-pruning using a 

single-pass algorithm 

 

Pre-pruning using a single-pass 

algorithm 

Pre-pruning using Chi- 

square test for 
independence 

 

Post-pruning 

Dependent variable Categorical/ Continuous Categorical/ Continuous Categorical Categorical 

Input variables Categorical/ Continuous Categorical/ Continuous Categorical/ Continuous Categorical/ Continuous 

 

Split at each node 
Binary; Split on linear 

combinations 

 

Multiple 

 

Multiple 

 

Binary; Split on linear combinations 

 

 

TABLE II: BENEFITS AND DRAWBACKS OF DT 
 

Benefits Drawbacks 

1) Simple to comprehend. 

2) Quickly translated to a set of 

principle for production. 

3) Can classify both categorical 

and numerical outcomes, but the 

attribute generated must be 

categorical. 

4) No a priori hypothesizes are 

taken with consideration to the 

goodness of the results. 

1) The optimal decision- 

making mechanism can be 
deterred and incorrect 

decisions can follow. 

2) There are lots of layers in 
the decision tree, which 

makes it interesting. 

3) For more training samples, 
the decision tree's 

calculation complexity may 
increase. 

 
 

 
Fig.3. Value of the entropy [56] 

 

Information gain is one metric used for segmentation and is 
often called mutual information. This intuitively informs how 
much knowledge of a random variable's value [57, 58]. It’s the 
opposite of entropy, the higher its value is the better. The data 

gain 𝐺𝑎𝑖( 𝑆 , 𝐴 ) is defined as the following on the definitionof 
entropy [59, 60], as shown in “equation (2)”. 

III. LITERATURE REVIEW 

A decision tree was used in several machine learning and 
data mining tasks as a classifier. In this study discuss several 
recent works about the DT. The kinds of Literature Review on 
DT approaches are summarized in Table III. 

Zou et al. [64] Utilized a decision tree (j48), RandomForest 
(RF), and neural network algorithms for diabetes mellitus 
prediction. The dataset is physical research data for hospitals in 
Luzhou, China. There are 14 characteristics involved. Training 
array randomly extracts data from 68994 stable human and 
diabetic patients, respectively. They used the 

Gain( S , A ) = ∑ 
|Sv|

 Entropy( S ) (2) full significance  of minimum Redundancy  Maximum 
v ∈ V(A) |S| 

v
 

Relevance (mRMR) and Principal Component Analysis (PCA) 

Where the range of attribute 𝐴 is (𝐴), and 𝑆𝑣 is a subset of 
set 𝑆 equal to the attribute value of attribute 𝑣 [58]. 

 

C. Benefits and Drawbacks of decision tree 

The DT algorithm is part of the supervised learning 
algorithm family, and its main objective is to construct a 
training model that can be used to predict the class or value of 
target variables through learning decision rules inferred from 
the training data. The DT algorithm can be used to solve 
regression and classification problems, but it has benefits and 
drawbacks [61 - 63], which are summarized in Table II. 

to minimize dimensionality. In some ways, the effects of RF, as 
opposed to each other, seemed to be higher than the other 
classifiers. Also, 0.8084 is the best outcome in the Luzhou data 
collection. 

Assegie and Nair [65], Utilized the DT classification 
process to classify the handwritten digits of the standard data 
set of kaggle digits and estimate the accuracy of the model for 
each digit from 0 to 9. The kaggle features include 42,000 rows 
and 720 columns used for machine training, vector features are 
used for pixels of digital images. They used a highly efficient 
language named "python programming" for the application of 
machine learning algorithms to map the classifier's success rate 
graph in the realization of handwritten digits. The findings 
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suggested that the 83.4% accuracy and decision tree classifier 
had an impact on handwritten number recognition. 

De Felice et al. [66] suggested a decision tree algorithm to 
recognize known and novel clinical indications before 
treatment for survival in Locally Advanced Rectal Cancer 
(LARC). The analytics showed that even non-experts in the 
field, in particular classification trees, can easily interpret the 
tree-based machine learning process. Validation errors need to 
be managed to even achieve their statistical capacity. Around 
2007 and 2014, patients with histologically confirmed LARC 

had their data checked. The Kaplan-Meier approach has been 
used to determine overall survival (OS). It involved a total of 
100 patients. 76.4 % and 71.3% were the 5-year and 7-year OS 
points. Age, comorbidity, tumor size, Clinical Tumor 
classification (CT), and clinical node classification are 
important predictive variables for tree composition (CN). The 
results showed that the highest survival rates were in elderly 
patients with a tumor size of less than 5 cm and patients under 
the age of 65 years who had cT3. A decision tree is a way of 
getting better clinical practice decision-making, based on broad 
data sets. 

 

TABLE III: SUMMARY OF LITERATURE REVIEW RELATED OF DT ALGORITHM 
 

Ref. Year Dataset Technique(s) Accuracy 

Nandhini and K.S [75] 2020 UCI 
DT , KNN , LR , SVM 

and NB 
DT: 99.93% , KNN: 99.93% , LR: 93.13% , 

SVM: 90.76% and NB: 79.52%. 

Nagra et al. [79] 2020 UCI SIW-APSO-LS SIW-APSO-LS: 99.88% 

Kuang et al. [71] 2020 SCBs sSCC 
decreasing computational complexity by 47.62% 

on average 

Pathan et al. [78] 2020 Images 
Optic Disc (OD) 

segmentation 
OD: 99.61%. 

Batitis et al. [73] 2020 Image DT DT: 89.31% 

Ramadhan et al. [72] 2020 CICIDS2017 DT and KNN DT: 99.91% and KNN: 98.94% 

Arowolo et al. [77] 2020 RNA-seq Malaria KNN and DT KNN: 86.7% and DT: 83.3%. 

De Felice et al. [65] 2020 
Patients with histologically proven LARC 

between 2007 and 2014 their data 
Kaplan-Meier method 

The 5 -year OS rates: 76.4% The 7 -year OS 
rates:71.3%, 

Zhang et al. [74] 2019 
Smokers of Chinese Center for Disease Control 

and Prevention 
DT(XGBoost) and RF DT: 84.11% and RF: 58.11%. 

Sathiyanarayanan et al. 
[82] 

2019 Wisconsin Breast Cancer dataset DT and KNN 
DT: 99%. 

KNN: 97%, 

Hu et al. [67] 2019 UCI and COMPAS OSDT and BinOCT 
UCI / OSDT: 66.90% 

COMPAS/ OSDT: 82.881% and BinOCT: 
76.722% 

Patil and Kulkarni, 
[68] 

2019 UCI DST , PT and MLT DST: The best 99.9% and the worst 81.445% 

 

Sarker et al. [67] presented a Behavioral Decision Tree 
named "BehavDT" context-aware structure that takes into 
account consumer behavior-oriented generalization according 
to the degree of personal choice. In exceptional cases of 
association, the BehavDT model provided comprehensive 
decisions as well as context-specific decisions. Experiments 
were carried out on real smartphone datasets of individual users 
through the efficiency of the BehavDT model. The results 
indicated that the Behav DT context-aware model, whose 
accuracy is up to 90%, is the model that is most energetic 
compared to other conventional machine learning models. 

Hu et al. [68] illustrated the first practical algorithm to 
optimize decision trees for binary variables. The algorithm is a 
co-design of analytical limits involving a dedicated bit vector 
library and data structures that minimize the search area and 
current application technologies. They used the Binary Optimal 
Classification Trees (BinOCT) method, which is the current 
publicly available method, to assess the accuracy and compare 
it with the Optimal Sparse Decision Trees (OSDT). As well as 
they utilized text datasets from the University of California, 
Irvine (UCI) Machine Learning Repository and numeric 
datasets from the other ProPublica COMPAS datasets. The 
findings showed that when a COMPAS dataset, the optimal 
decision tree produced by OSDT, its accuracy 66.90 %. 
Besides, when BinOCT and OSDT generated the UCI dataset, 

decision trees, their accuracy is 76.722 %, 82.881 %, 
respectively. 

Patil and Kulkarni [69] introduced a Distributed Spark Tree 
(DST) to better execute the DT algorithm in terms of model 
construction time without losing accuracy. Besides, they 
suggested using them in Spark's climate. Data in Spark's shared 
architecture does not perform horizontal parallel execution. 
Spark functions well and coherently in-memory computations, 
RDD, and map reduction. The dataset that was used from the 
UCI ML repository and four classes were chosen. Wide data 
files are utilized to test performance regarding model build time 
for DST, PySpark (PT), and MLLib (MLT). The findings 
showed that in terms of accuracy, DST performed better than 
both PT and MLT, as its lowest value was 81.445 % and the 
highest according to the scale of the dataset was 99.9 %. 

Hussain et al. [70] offered a modern approach, namely a 
Pixel Label Decision Tree (PLDT), and checks whether it can 
achieve better detailed femur segmentation efficiency in DXA 
imaging. PLDT includes extraction and selection of the trait. 
PLDT was used to uncover secret patterns found in DXA 
pictures in contrast to photographic images. To decide the best 
feature set for the model, PLDT generates seven new feature 
sets and uses Global Threshold (GT), Region Growing 
Threshold (RGT), and Artificial Neural Networks (ANN). The 
results revealed that in segmenting DXA images, PLDT 
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exceeds other conventional partition techniques. For each 
algorithm such as this PLDT, the accuracy is 91.4%, GT is 
68.4%, RGT is 76%, and ANN is 84.4%. 

Linty et al. [71] proposed a new approach that affects the 
amplitude of signals from the Global Navigation Satellite 
System (GNSS) and was used to detect ionic scintillation events 
that are concerned with accuracy, reliability, and readiness. A 
broad collection of 50 Hz post-correlation data was supplied by 
the GNSS recipient. The outcomes showed that this method, in 
terms of accuracy and F-score, exceeds state-of-the-art 
techniques and can achieve a human-drivenstandard, which is 
the level of manual annotation. It improves greatly as it gains 
98 % of identification, very similar to hand- driven human- 
driven classification. 

Kuang et al. [72] Proposed a structure based on a decision 
tree named Screen Content Coding (SCC) to make a fast 
decision in situations by testing their different features in the 
training sets. Moreover, to prevent the thorough search process, 
a sequential arrangement of decision trees was illustrated. In 
addition, SCBs were used as datasets to balance the SCC with 
the Intra Block Copy (IBC) and PaLeTte (PLT) modes. The 
results indicated that the SCC system offers a 47.62 % decrease 
in computational complexity on average, with a small 1.42 % 
in Bjøntegaard delta bitrate (BDBR). 

Ramadhan et al. [73] Demonstrated a comparative analysis 
of accuracy and process length for each algorithm performed 
using the K-Nearest Neighbor (KNN) and Decision Tree (DT) 
algorithms for the detection of DDoS attacks. Moreover, they 
used the CICIDS2017 dataset that consists of the latest attacks 
and global packages, is standard and applicable to real-world 
data in a PCAP format. The findings showed that the accuracy 
of DT to detect DDoS attacks was higher than the KNN value, 
the accuracy of DT was 99.91 %, and the accuracy of KNN was 
98.94 %. 

Batitis et al. [74] presented a system to identify up to 10 
irregular red blood cells and to know the accuracy rate for all 
abnormal red blood cells. Additionally, To detect irregular red 
blood cells, they employed a DT algorithm in image processing 
and used frames of former patients for the scheme in hospitals. 
Also, the camera was used to insert them into the software to 
capture the slides. The results showed that the accuracy rate 
averaged 89.31 % and the error rate averaged 10.69 %. 
Furthermore, the central irregularity of the Codocyte pallor was 
found to be a cause for the mistake in the classification of 
abnormal red blood cells. 

Zhang et al. [75] Proposed a model based on the decision 
tree machine learning algorithm named Extreme Gradient 
Boosting (XGBoost) for the prediction of regular smokingtime. 
Furthermore, to create a simulated data set for smoking time 
data, the Chinese Center for Disease Control and Prevention 
collected people's information from smokers. Also,they used a 
module for extracting feature information. To see its output in 
the feature extraction module, they used the decision tree 
(XGBoost) module and Random Forest machine learning 
algorithms. The results showed that DT efficiency is higher 
than RF, achieving 84.11 % with DT accuracy, while 
58.11 % with RF accuracy. 

Nandhini and K.S [76] discussed the effective methods of 
developing a machine learning model using some of the 
common algorithms that can distinguish whether mail is spam 
or ham. UCI's Machine Learning store was used as a dataset for 
Spambase. Besides, they evaluated the output of Logistic 
Regression (LR), DT, Naïve Bayes (NB), KNN, and Support 
Vector Machine (SVM) to construct an efficient machine 
learning model for spam. Using the Weka tool to train and 
evaluate the data collection. The results indicated that DT 
performance is comparable to and better than KNN 
performance, and the accuracy for both of them is as follows: 
DT is 99.93 percent, KNN is 99.93 %, LR is 93.13 %, SVM is 
90.76 % and NB is 79.52 %. 

Taloba and Ismail [77] developed a new machine learning 
approach for the hybrid decision tree and a genetic algorithm 
known as GADT for spam detection. The most significant 
algorithm for enhancing decision tree efficiency is the genetic 
algorithm. Also, it is efficient and reliable for text classification. 
A genetic algorithm has used the element of trustthat governs 
decision tree pruning to optimize and detect its optimum value. 
They used the UCI Machine Learning Store spam dataset. 
Besides, they used the mechanism of main Principle 
Component Analysis (PCA) to delete features that are 
inappropriate for email message content and process them less 
frequently. The findings showed that after using PCA, the 
mixed GADT approach has an accuracy of 93.4 % before using 
PCA and an accuracy of 95.5 %. This implies that the extraction 
of inappropriate characteristics has a great impact onthe PCA. 

Arowolo et al. [78] implemented a Principle Component 
Analysis (PCA) feature extraction algorithm to decrease the 
dimensions and demonstrate the high dimensions analyze 
evidence on gene expression. The KNN classification and DT 
algorithm were utilized to detection various biological 
structures and to Offer better value resolution as well as to 
detect new malaria genes and prediction tests. Ribonucleic acid 
(RNA-seq) sequencing is also used as a data collection. The 
results indicated that the performance of the KNN classification 
is better than the DT classification in the PCA feature 
extraction. The accuracy of KNN reaches 86.7% while the DT 
reaches 83.3%. 

Pathan et al. [79] proposed a new technique that recognizes 
and removes the blood artery for correct segmentation of the 
Optic Disc (OD). This is done in two ways. First, the directional 
filter is used to build an efficient blood vesselidentification and 
exclusion algorithm. In the second step, to detect the contour of 
the optic disc, the decision tree classifier is utilized to achieve 
an adaptive threshold. As well as, two separate databases were 
used, including 300 fundus images obtained from Kasturba 
Medical College (KMC) Manipal and also the RIM-ONE 
database that is publicly accessible. The results showed that a 
fully automatic OD segmentation technique that uses a decision 
tree classifier to achieve the segmentation threshold improves 
the robustness of the algorithm even for images containing 
exudate, vesicle atrophy,and reversals, Hence, resulting in an 
appropriate fractionation of OD. The mathematical study 
demonstrates the effect of pretreatment. Therefore, the 
average values of accuracy 
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obtained for KMC images are 99.61% and for the RIM-ONE 
database, the obtained average values of accuracy are 99.15%. 

Nagra et al. [80] introduced the Self-Inertia Weight 
Adaptive Particle Swarm Optimization with Gradient Base 
Local Search (SIW-APSO-LS) feature selection approach was 
modified to conduct feature selection and the C4.5 decision tree 
method was used as a classifier to determine the sub-sets of 
features given. When comparing algorithms in feature selection 
problems, 16 datasets from the UCI Machine Learning 
Repository were used for the experiments. The experimental 
outcomes demonstrate that SIW-APSO-LS simplifies the 
collection of features by effectively decreasing the number of 
features picked, thus maintaining the best precision compared 
to other literature selection approaches for the same test 
functions. In the field of attribute collection, the experimental 
findings showed that the proposed approach is useful and the 
highest accuracy obtained from a total of 16 datasets is 99.88% 

Ahmim et al. [81] proposed a new Intrusion Detection 
System (IDS) that incorporates diverse classification systems 
that are DT-based and rule-based concepts, namely the REP 
tree, JRip algorithm, and Forest PA. In specific, the first and 
second approaches take data set features as inputs and 
categorize the network traffic as Attack/Benign. In comparison 
to the results both the first and second classifiers for reference, 
the third classifier uses the attributes of the original data 
collection. The research findings achieved by using the 
CICIDS2017 dataset to analyze the IDS testify to their 
dominance in terms of accuracy, identification rate, false alarm 
rate, and time overhead relative to current state-of-the-art 
schemes. In thorough, with 94.457%, our model has the highest 
DR, the highest precision with 96.665%, and the lowest FAR 
with 1.145%, although its low computing time makes it quickly 
implemented into a soft real-time system. 

Li et al. [82] provided an evidentiary decision tree to 
classify the fuzzy data set and the ding entropy has been used 
as an indicator of the partition rules for its construction. 
Moreover, the Basic Belief Assignment (BBAs) of Iris and 
wine Datasets are utilized to calculate the optimal splitting 
feature. The lower the entropy of Deng, the more effective the 
feature will be to characterize the samples. In contrast to the 
standard mixture rules employed for the combination of BBAs, 
the proof DT can be extended specifically to the classification. 
The findings showed that the implementation of the proofDT 
based on conviction entropy effectively decreases the 
complexity of the fuzzy data classification whether the patient 
is either affected by the cancer type of Malign or Benign. The 
Wisconsin Breast Cancer dataset, containing 32 attributes and 
569 data, was used. They were using a 10 fold cross-validation 
test to identify and analyze the algorithms. The accuracy is 95% 
when using Wine datasets, but the accuracy obtained by the Iris 
datasets is 98%. 

Sathiyanarayanan et al. [83] used the DT algorithm under 
the supervised learning mechanism to reveal breast cancer. 
Breast cancer identification is conducted here and it focused on 
data, which separates the data for the preparation and testing 
process. The result obtained is thus contrasted between the 
algorithms KNN and DT. The findings reveal that the accuracy 

obtained by KNN is 97%, while DT reaches the maximum 
accuracy of 99%. Therefore, a decision tree algorithm that 
comes under supervised learning methods predicts the type of 
cancer. 

IV. COMPARISON AND DISCUSSION 

Decision tree classification algorithms consist of several 
types that are used to generate DT. This is by the control of both 
the continuous and periodic attributes of the missingvalues. DT 
is generated by a form that is typically represented as a 
statistical classifier and can be used for clustering. Nodes and 
branches are included in the DT. Each node requires problems 
that are based on one or more properties, i.e. comparing an 
attribute value with a constant or using other functions to 
compare more than one property. For the purpose of the 
decision tree, the learning data collection is sometimes referred 
to as the outcome tree. In order to incorporate classifications in 
machine learning and data mining using the DT algorithm. In 
the following sequence, this algorithm is applied iteratively and 
the classification requires a three-stage process: Construct 
Model (Learning), Evaluation Model(Accuracy), and Model 
Use (Classification). The DT classification stage is based on the 
percentage of acquiredinformation that is measured by entropy. 
The reach metric is used to describe the test characteristics for 
a node in the tree and is referred to as the property selection 
scale (property). Asa test function for the current node, the best 
knowledge property is calculated. Some studies proposed 
approaches to overcome the shortcomings of the DT problems 
so that optimaltrees can be calculated, based on a review that 
was performed earlier, without detailed details and samples. DT 
methods haveshown that such problems as described above can 
be avoided. Furthermore, it will provide the specified dataset 
with an appropriate solution. According to "Table III" it was 
observed that in many researches were conducted with different 
data sets and the DT approach was used to resolve its 
weaknesses and to obtain better performance. Several 
optimization techniques have been used in the study [76] to 
strengthen the decision tree on the UCI ML datasets stored; 
based on the assessment findings, it was shown that the DT 
approach got the highest accuracy which is 99.93% comparing 
to other techniques suchas KNN, LR, SVM, and NB which are 
less performing than theDT approach. In the segmentation task, 
the study [79] used theDT approach to identify and extract the 
blood artery for properOptic Disc (OD) segmentation, which 
resulted in greater results equal to 99.61%. Moreover, based on 
the study [69], it has been shown that the DST method can also 
increase the DT,where both of them used PT and MLT for DT 
in the UCI datasets; it has been shown that DST is more capable 
to enhance DT than other techniques. Ultimately, by using UCI 
Machine Learning Library datasets and CICIDS2017 datasets 
consisting of the latest attacks among all other datasets, DT 
proved to be the highest, and their accuracy was the best 
performing. While the study [75] utilized the DT(XGBoost) and 
RF on the datasets of the Smokers of the Chinese Center for 
Disease Control and Prevention, it was found that, again, the 
DT approach achieved the highest accuracy; which is 84.11%. 
Furthermore, based on studies [73], [78], [83] using DT and 
KNN in the CICIDS2017, RNA-seq Malaria, andWisconsin 
Breast Cancer datasets, it was found that the DT 
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approach had the highest accuracy in all three studies. Also, its 
accuracy was higher when using the CICIDS2017 datasets that 
achieved 99.91% accuracy. 

V. CONCLUSION 

Decision tree classifiers are known for their enhanced view 
of performance outcomes. Because of their strong precision, 
optimized splitting parameters, and enhanced tree pruning 
techniques (ID3, C4.5, CART, CHAID, and QUEST) are 
commonly used by all recognized data classifiers. The separate 
datasets are used for training samples from a huge data set, 
which in tum, affects the precision of the test set. Decision trees 
have several possible concerns about robustness, an adaptation 
of scalability and optimization of height. But, in contrast to 
other methods of data classification, decision trees create an 
efficient rule collection that is simple to understand. This paper 
reviews the most recent researches that are conducted in many 
areas, such as analysis of medical diseases, classification of 
texts, classification of user smartphones and images, etc. 
Furthermore, the details used in the techniques/algorithms, 
datasets were used by the authors and achieved outcomes 
related to the accuracy are summarized for decision trees. 
Finally, the best accuracy achieved for the decision tree 
algorithm is 99.93% when it uses a machine learning repository 
as a dataset. 
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