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Abstract – The main Aim of the project is to enhance the 

low light images and extract features using the Transfer 

learning approach of Convolution Neural Network (CNN) 

integrating with enhancement technique for increasing the 

vehicle recognition rate. The images are enhanced using Low 

Light Image Enhancement (LIME) Method CNN is used for 

Classification of comp vehicle dataset to evaluate the proposed 

Model.  This paper focuses on the classification of vehicles 

using Convolutional Neural Network (CNN) which is a class 

of deep learning neural network. This work makes use of 

transfer learning using the pre-trained networks to extract 

powerful and informative features and apply that to the 

classification task. In the proposed method, the pre-trained 

networks are trained on two vehicle datasets consisting of real-

time images. The classifier performance along with the 

performance metrics such as accuracy, precision, false 

discovery rate, recall rate, and false negative rate is estimated 

for the following pre-trained networks Google Net. The 

classification model is implemented on the standard vehicle 

dataset and also on a created dataset. The model is further used 

for the detection of the different vehicles using Regions with a 

Convolutional Neural Networks (RCNN) object detector on a 

smaller dataset. This paper focuses on finding the perfect 

network suitable for the classification problems which have 

only a limited amount of non-labelled data. The model makes 

use of limited pre-processing and achieves greater accuracy on 

continuous is training of the networks on the vehicle images. 
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1.INTRODUCTION 

        Image content is exponentially growing due to the 

ubiquitous presence of cameras on various devices. During 

image acquisition, degradations of different severity are often 

introduced. It is either because of the physical limitations of 

cameras or due to inappropriate lighting conditions. For 

instance, smartphone cameras come with a narrow aperture 

and have small sensors with limited dynamic range. 

Consequently, they frequently generate noisy and low contrast 

images. Similarly, images captured under the unsuitable 

lighting are either too dark or too bright. The art of recovering 

the original clean image from its corrupted measurements is 

studied under the image restoration task. It is an ill-posed 

inverse problem, due to the existence of many possible 

solutions. Recently, deep learning models have made 

significant advancements for image restoration and 

enhancement, as they can learn strong (generalizable) priors 

from large-scale datasets. Existing CNNs typically follow one 

of the two architecture designs: 1) an encoder-decoder, or 2) 

high-resolution (single-scale) feature processing. The encoder-

decoder models first progressively map the input to a low-

resolution representation, and then apply a gradual reverse 

mapping to the original resolution. Although these approaches 

learn a broad context by spatial-resolution reduction, on the 

downside, the fine spatial details are lost, making it extremely 

hard to recover them in the later stages. On the other side, the 

high-resolution (single-scale) networks do not employ any 

down sampling operation, and thereby produce images with 

spatially more accurate details. However, these networks are 

less only effective in encoding contextual information due to 

their limited receptive field. Image restoration is a position-

sensitive procedure, where pixel-to-pixel correspondence from 

the input image to the output image is needed. Therefore, it is 

important to remove the undesired degraded image content, 

while carefully preserving the desired fine spatial details (such 

as true edges and texture). Such functionality for segregating 

the degraded content from the true signal can be better 

incorporated into CNNs with the help of large context, e.g., by 

enlarging the receptive field. Towards this goal, we develop a 

new multi-scale approach that maintains the original high-

resolution features along the network hierarchy, thus 

minimizing the loss of precise spatial details. Simultaneously, 

our model encodes multi-scale context by using parallel 

convolution streams that process features at lower spatial 

resolutions. The multi-resolution parallel branches operate in 

a manner that is complementary to the main high-resolution 

branch, thereby providing us more precise and contextually 

enriched feature representations. The main difference between 

our method and existing multi-scale image processing 

approaches is the way we aggregate contextual information. 

First, the existing methods process each scale in isolation, and 

exchange information only in a top-down manner. In contrast, 

we progressively fuse information across all the scales at each 

resolution-level, allowing both top-down  images  exchange.. 
Simultaneously, both fine-to-coarse and coarse-to-fine 

knowledge exchange is   laterally performed on each stream by 
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a new selective kernel fusion mechanism. Different from 

existing methods that employ a simple concatenation or 

averaging of features coming from multi-resolution branches, 

our fusion approach dynamically selects the useful dataset 

from each branch representations using a self-attention 

approach. More importantly, the proposed fusion block 

combines features with varying receptive fields, while 

preserving their distinctive complementary characteristics.                                                           

 

2. EXPLANATION OF 

TRANSFERLEARNING 

         Transfer Learning : Transfer learning is a machine 

learning technique where a model trained on one task is 

repurposed or fine-tuned for a different, but related task. 

Instead of starting the learning process from scratch, transfer 

learning leverages the knowledge gained from solving one 

problem and applies it to a different but related problem. This 

is especially useful when the amount of labelled data available 

for the target task is limited, as it allows the model to leverage 

the knowledge learned from a larger dataset. 

Explicit Handling of Low-Light Conditions: Some models 

may incorporate explicit mechanisms to handle low-light 

conditions, such as adaptive exposure control or adjusting 

internal parameters based on the available light.  

Ensemble Methods: Combining predictions from multiple 

models trained with different strategies (e.g., some trained 

with augmented low-light data, some trained with regular data) 

can often improve performance, especially in challenging 

conditions like low light. 

 Dataset Collection: Ensuring that the training dataset 

includes a diverse range of lighting conditions, including low 

light, is crucial for the model to learn robust features that 

generalize well to real-world scenarios. 

 
Fig:1 Relevance to low light conditions 

3.APPLICATIONS IN IMAGE 

RECOGNITION  

In image recognition tasks, adapting models to perform 

well under low-light conditions is essential for applications 

such as surveillance, autonomous driving, and night-time 

photography. Here's how the strategies mentioned earlier 

could be applied specifically to image recognition. 

 

 

Fig:2  Application Of Image Recognition 

 3.RELATED WORK 

       With the rapidly growing image content, there is a 

pressing need to develop effective image restoration and 

enhancement algorithms. In this paper, we propose a new 

method capable of performing image denoising, super-

resolution and image enhancement. Unlike existing works for 

these problems, our approach processes features at the original 

resolution in order to preserve spatial details, while effectively 

fuses contextual information from multiple parallel branches. 

Next, we briefly describe the representative methods for each 

of the studied problems. Image denoising. Classic denoising 

methods are mainly based on modifying transform coefficients 

[115,30,90] or averaging neighbourhood pixels . Although the 

classical methods perform well, the self-similarity based 

algorithms, e.g., NLM [10] and BM 3D , demonstrate 

promising denoising performance. Numerous patch-based 

algorithms that exploit redundancy in images are later 

developed . Recently, deep learning based approaches make 

significant advances in image denoising, yielding favourable 

results than those of the hand-crafted methods. Super-

resolution (SR). Prior to the deep-learning era, numerous SR 

algorithms have been proposed based on the sampling theory 

[55,53], edge guided interpolation natural image priors , patch-

exemplars and sparse representations . Currently, deep-

learning techniques are actively being explored, as they 

provide dramatically improved results over conventional 

algorithms. The data-driven SR approaches differ according to 

their architecture designs. Early methods take a low-resolution 

(LR) image as input and learn to directly generate its high-

resolution (HR) version. In contrast to directly producing a 

latent HR image, recent SR networks. 
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Fig.3:work flow 

Steps Involved: 

Step 1: Initialize the pre-trained model with weights from a 

model trained on a large dataset.  

 Step 2: Replace the final layer(s) of the pre-trained model with 

new, untrained layers that are specific to the task at hand. 

 Step 3: Fine-tune the weights of the pre-trained model by 

training it on the new task, using a smaller dataset.  

Step 4: Optionally, repeat step 3 with different learning rates 

or by unfreezing more layers of the pre trained model. 

 Use the fine-tuned model for the prediction of new data. 

 

              Fig: 4.Training of a data set   

         4.ARCHITECTURE OF CNN MODELS 

Basic Architecture :There are two main parts to a CNN 

architecture. • A convolution tool that separates and identifies 

the various features of the image for analysis in a process 

called as Feature Extraction. 

 • The network of feature extraction consists of many pairs of 

convolutional or pooling layers. 

 • A fully connected layer that utilizes the output from the 

convolution process and predicts the class of the image based 

on the features extracted in previous stages. 

 • This CNN model of feature extraction aims to reduce the 

number of features present in a dataset. It creates new features 

which summarises the existing features contained in an 

original set of features. There are many CNN layers as shown 

in the CNN architecture diagram. 

 

Fig: 5. Architecture Of CNN 

1. Convolutional Layer :This layer is the first layer that 

is used to extract the various features from the input images. In 

this layer, the mathematical operation of convolution is 

performed between the input image and a filter of a particular 

size (MXM). By sliding the filter over the input image, the dot 

product is taken between the filter and the parts of the input 

image with respect to the size of the filter (MXM). 

2.  

3. 2. Pooling Layer: In most cases, a Convolutional 

Layer is followed by a Pooling Layer. The primary aim of this 

layer is to decrease the size of the convolved feature map to 

reduce the computational costs. This is performed by 

decreasing the connections between layers and independently 

operates on each feature map. Depending upon method used, 

there are several types of Pooling operations. It basically 

summarises the features generated by a convolution layer. 

4. 3. Fully Connected Layer : The Fully Connected 

(FC) layer consists of the weights and biases along with the 

neurons and is used to connect the neurons between two 

different layers. These layers are usually placed before the 

output layer and form the last few layers of a CNN 

Architecture. 

 
5. OUTPUT LAYER : The from the fully connected 

layers is then fed into a logistic function for classification tasks 

like sigmoid or softmax which converts the output of each 

class into the probability score of each class. 
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  Fig:6 .Output Layer 

 

5.RESULTS AND DISCUSSION: 

Data Set Collection and Preprocessing:  This involves 

gathering relevant data for training a deep learning model and 

preparing it for analysis. Preprocessing steps may include 

cleaning, filtering, and transforming the data to make it 

suitable for training. 

Data Acquisition: This refers to the process of obtaining raw 

data from various sources such as sensors, databases, or 

external files. In MATLAB, this can involve using functions 

or tools to read and import data into the workspace. 

 

             Fig:7.Data preprocessing 

 

Data Acquisition: This refers to the process of obtaining raw 

data from various sources such as sensors, databases, or 

external files. In MATLAB, this can involve using functions 

or tools to read and import data into the workspace. 

Normalization: Normalization is a preprocessing step where 

the features of the data are scaled to a similar range to improve 

the convergence of the deep learning model during training. In 

MATLAB, functions like normalize or manual scaling 

methods can be used for this purpose. 

 

Labelling: Labelling involves assigning categories or classes 

to data instances, which is crucial for supervised learning 

tasks. In MATLAB, labelling can be done using functions like 

categorical or by manually assigning labels to data instances. 

 

 

    Fig: 8.Data Augmentation Of Experimental Results 

Data Augmentation: Data augmentation is a technique used 

to artificially increase the size of the training dataset by 

applying transformations such as rotation, flipping, or 

cropping to the existing data. This helps in improving the 

generalization and robustness of the deep learning model. 

MATLAB provides functions like augmented Image Datastore 

and augment Image Data for data augmentation. 
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6. CONCLUSION 

In conclusion this paper presents a comprehensive approach to 

address the challenge of vehicle recognition in low-light 

conditions by integrating transfer learning with Convolutional 

Neural Networks (CNNs) and the Low Light Image 

Enhancement (LIME) method. By leveraging pre-trained 

networks, the model extracts robust features from vehicle 

images, leading to improved classification performance. The 

study evaluates the proposed model on real-time vehicle 

datasets, measuring its performance using metrics such as 

accuracy, precision, false discovery rate, recall rate, and false 

negative rate. Moreover, the model is applied to both standard 

and custom datasets, demonstrating its effectiveness across 

different data distributions. Additionally, the model's 

capability for vehicle detection is explored using Regions with 

CNNs (RCNN) object detection on a smaller dataset. Notably, 

the paper emphasizes the importance of selecting an 

appropriate network architecture for classification tasks with 

limited labeled data, achieving greater accuracy through 

continuous training and minimal preprocessing. Overall, the 

findings suggest promising implications for applications such 

as surveillance, autonomous driving, and traffic management, 

with avenues for further research including the exploration of 

additional enhancement techniques and refinement of model 

architecture-for-deployment. 
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