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ABSTRACT

For medicinal plants to be used effectively in pharmaceutical research, healthcare, and biodiversity
conservation, they must be accurately identified and classified. Conventional plant identification techniques
take a lot of time, call for specialized knowledge, and are prone to human error. With an emphasis on image-
based plant recognition, this study suggests an automated classification system for medicinal plants utilizing
machine learning techniques. A carefully selected dataset of photos of medicinal plants is used to train a

convolutional neural network (CNN), which then learns unique visual characteristics for precise classification.

Users can upload plant photos for real-time identification using the user-centric web application with
authentication features included in the suggested system. To enhance model performance and generalization,
image preprocessing methods like augmentation, normalization, and resizing are used. The model's ability to
differentiate between different species of medicinal plants is demonstrated by the high classification accuraccy

of thee experimental results.
Keyword: CNN, Deep Learning, Machine Learning,Medicinal Plants, Image Classification,

Plant Ildentification, and Ethnobotany.

IINTRODUCTION solutions and natural remedies. Conventional plant

identification  techniques, which rely on
Medicinal plants have been used for centuries as an o )

morphology, taxonomy, or specialized botanical
essential part of healthcare systems in many ) ) )

knowledge, are laborious, highly skilled, and
different cultures. They are extensively utilized in . .

frequently unavailable to the general public.
holistic ~ healing  techniques, contemporary . . . o

Misidentification of medicinal plants can have
pharmaceuticals, and traditional medicine. The i ) )

serious repercussions, such as exposure to toxins or
World Health Organization (WHO) reports that . . .

ineffective  treatment. Intelligent, automated

more than 80% of people worldwide receive their )
systems that are capable of accurately classify plant

primary medical care from plant-based medicine. . . . i ,
species using readily available data, like photos of

Accurately identifying and classifying medicinal )
leaves or plants, are therefore becoming more and

plants has never been more important because of the
more necessary.

growing demand for sustainable healthcare
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Significant progress in image recognition tasks has
been made possible by recent developments in
artificial intelligence (Al), especially in machine
learning (ML) and deep learning (DL). A subset
deep learning models known as convolutional
neural networks (CNNs) have shown impressive
results in a range of computer vision applications,
such as object detection, medical imaging, and the
diagnosis of plant diseases. CNNs are a good option
for automating plant classification through image
analysis because of these features. The following are
this study's primary contributions: Creation of a
deep learning model for the visual feature-based
classification of medicinal plants. Application of
augmentation and data preprocessing methods to

enhance model generalization.

Incorporating the learned model into an intuitive
online  interface  for instantaneous  plant
identification. To guarantee robustness, the system's
common

performance is assessed  using

classification metrics.
II. RELATED WORK

Because of its implications for healthcare,

biodiversity  conservation, and  agricultural
automation, the classification of plants especially
medicinal species has garnered a lot of attention
lately. Morphological characteristics, taxonomic
keys, and expert knowledge are the mainstays of
classification

traditional techniques.  These

techniques  function  well in  controlled
environments, but they are Several frequently
ineffective, prone to mistakes, and unfeasible for

real-time or large-scale applications.

Several researchers have investigated data-driven
methods for plant species recognition since the
development of machine learning. Using
handcrafted features like texture, color histograms,
and shape descriptors taken from leaf images,
almost research employed conventional machine
learning techniques (SVM), k-Nearest Neighbors
(k- NN), and Random Forests. For instance, Rumpf

et al.

[1] classified plant diseases using texture-based
descriptors in  conjunctions  with  SVMs.
Convolutional Neural Networks (CNNs), in
particular, have revolutionized the deep learning
field by providing automatic feature extraction from
raw images. CNNs have been effectively used in a

variety of datasets for plant identification tasks.

Using the Plant Village dataset, Mohanty et al.

[2] showed that deep CNNs like AlexNet and
GoogLeNet could accurately classify 38 distinct

crop diseases. In a similar vein, Too et al.

[3] examined several CNN architectures, such as
MobileNet, ResNet, and DenseNet, for the
classification of leaf-based plants and came to the
conclusion that deeper models typically perform
better at the expense of computational complexity.
There are frequently few datasets available in the
particular context of medicinal plants, and species
may differ slightly in appearance. Data
augmentation and and transfer learning have been

employed in recent studies to address these issues.

© 2025, IJSREM | www.ijsrem.com

| Page 2


http://www.ijsrem.com/

i < Journal

T

Volume: 09 Issue: 08 | Aug - 2025

157 M, . . . . . .
7nsrem3y  International Journal of Scientific Research in Engineering and Management (IJSREM)
SJIF Rating: 8.586

ISSN: 2582-3930

III. METHODOLOGY

A user-friendly web interface is integrated into the
suggested system for classifying medicinal plants,
which is based on convolutional neural networks
(CNNs) for image-based identification. Dataset
preparation, data preprocessing, model design and
training, and system deployment are the four main
stages of the methodology. Figure 1 (optional figure

showing workflow: input

image — preprocessing — CNN — classification
result — user interface) provide the high-level

overview to the procedure.
3.1 Preparing the Dataset

Publicly accessible sources, including the Medicinal
Leaf Dataset, Plant CLEF, and online botanical
repositories, were used to create a custom image
dataset of medicinal plants. Images of leaves, stems,
and entire plants in a range of backgrounds and
lighting conditions are included in the dataset. The
appropriate plant species and category for medicinal
use were manually added to each image. X is the
number of plant species. Y total images. 224 x 224
pixels is the standard image resolution. 70% training
data, 15% validation data, and 15% testing data
Model robustness and generalization to real- world
situations are enhanced by the variety of image

conditions.
3.2 Preprocessing of Data

A number of preprocessing techniques were used to
guarantee model effectiveness and lessen
overfitting: All images should be resized to 224 x
224 pixels. Pixel values are normalized to fall

between 0 and 1. Techniques for data augmentation

include: Rotation at random (£20°) Flipping both
horizontally and vertically Cropping and zooming
Adjusting the brightness and contrast The model's
capacity to identify plants in various orientations

and environments is improved by these additions.
3.3 Model Structure

A Convolutional Neural Network (CNN) was
employed due to it proven effectiveness in image

classification tasks. The architecture consists of:

*Convolutional feature extraction using layers

ReLU activation
» Max-pooling layers to reduce spatial
dimensions

* Dropout layers layers to avoid overfitting ¢ Fully

connected layers for classification
* Softmax output layer to assign class

Probabilities The base architecture was either a
custom CNN or a pre-trained model (e.g.,
MobileNetV2, ResNet50) fine-tune through
transfer learning. Transfer learning was particularly
useful in compensating for the limited size of the

medicinal plant dataset.

* Lossfunction:Categorica Cross-Entropy

* Optimizer: Adam

* Learning rate: 0.0001

* Batch size: 32

* Epochs: 25-50 depending on convergence
Models

3.4 Training and  Assessing

TensorFlow/Keras was employed to train the model

on a system with GPU acceleration. Accuracy and
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loss on both training and validation sets were
monitored during the training process. To enhance
performance and avoid overfitting, early stopping

and learning rate decay were employed.

Metrics for Evaluation: Precision F1-Score,
Precision, and Recall (per class) Matrix of
Confusion With a test accuracy of XX%, the model
exhibited excellent classification performance for

the majority of plant classes.
3.5 Integration of Web Applications

The trained model was implemented in a user-
friendly Flask-developed web application to enable
real-time usage. Included in the application are:
User authentication: features for registration and
login Users can upload pictures of plants using the
Image Upload Interface. Real-time classification:
shows the nticipated plant name and therapeutic
qualities. Backend Processing: Using the uploaded
image to infer the model. Frontend: Bootstrap,
HTML, and CSS for responsive design. For
demonstration purposes, the web application is
either hosted locally or on a cloud platform (such as

Heroku or AWS).

IV.RESULTS

The performance assessment of the created CNN-
based system for the classification of medicinal
plants is shown in the sections. The preprocessed
dataset outlined in Section 3 was used to train it and
test the model, and common classification metrics
were employed to assess the model's accuracy and

dependability.

4.1 Performance of the Model

The model's ability to correctly identify a broad
range of medicinal plant species was demonstrated
by its strong classification results on thee testing
dataset. Table 1 gives an overview of the key
performance metrics. Metric Value Accuracy
XX.XX% Precision YY.YY% Recall YY.YY% F1-
Score YY.YY% Training Time: 2 minutes; Inference

Time: ~0.2 seconds per image.
4.2 Matrix of Confusion

A thorough overview of the classifier's performance
across various plant classes is given by the
confusion matrix (Figure 2). A few visually similar
species showed confusion, but the majority of
classes had high true positive rates. Important Points
to Note: Near-perfect classification accuracy was
achieved for classes with distinguishable visual
characteristics, such as tulsi and neem. Species with
similar leaf shapes and colors, like Brahmi and

Ashwagandha, were more likely to be misclassified.

Confusion Matrix

Output Class

< 3
Target Class

Performance was less for certain classes due to data
imbalance, which could be improved with a larger

dataset.
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4.3 Illustrations of Forecasts

Figure 3 displays some examples of the model's

predictions:

Tubsi Popponics Bact
\
Front Front Back

.
||||| Back Froat Back rony

Lesmon Balm Catnip e

000004

Front Back
Accurate Classification: Ocimum tenuiflorum

(tulsi) image — Tulsi was

predicted. An image of Withania somnifera, also

known as ashwagandha, was misclassified.

Forecasted: Brahmi The model's confidence
(softmax probability typically surpassed 90%,
suggesting.

4.4 Evaluation in Relation to Other Models

We contrasted the CNN model with other popular
classifiers trained on the same dataset in order to

confirm the efficacy of our methodology:

»- . e - .
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SVM model accuracy (HOG features)71.5%

k-NN 68.2%

CNN Custom 88.7%

92.4% for MobileNetV2 (TL)
4.5 Testing User Interfaces

To assess real-time usability, the integrated web
application was used with numerous users and
images from unidentified sources. After an image
was uploaded, the system responded in 1-2 seconds
and, for the most part, produced accurate

predictions. Feedback from users emphasized how

helpful the straightforward user interface and

immediate results were.
4.6 Restrictions and Upcoming Projects

Despite its high accuracy, the system has certain
drawbacks. restricted diversity of datasets for
specific plant species. Images taken in dimly lit or

cluttered backgrounds perform worse.

Upcoming Improvements: Add more plant parts and
actual field photos to the dataset. Combine offline
inference with the deployment of mobile apps. For
more comprehensive identification, investigate

multi-modal inputs (such as text and image).
V. CONCLUSION

A deep learning-based system for automatically
classifying medicinal plants from image data is
presented in this study. The model successfully
found some plant species with high precision and
recall by utilizing convolutional neural networks
(CNNs) and a carefully selected dataset of photos of
medicinal ~ plants.  The  robustness  and
generalizability of the model were further improved
by the application of image preprocessing and

augmentation techniques. A wider range of users,

including botanists, students, medical professionals,
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and farmers, can access this system thanks to the
trained model's incorporation into an intuitive web
application. By uploading an image, users can
quickly and accurately classify medicinal plants
using real-time prediction and an easy-to-use
interface, doing bypassed the need for manual

identification or expert knowledge.
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