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ABSTRACT- Clothing Classification is the way 

we present ourselves which mainly focuses on 

vision, has attracted great interest from computer 

vision researchers. It is generally used to classify 

clothes as per the formal attire of a particular 

professional worker. Clothing classification has a 

huge application when it comes to be used with 

dress code surveillance. In this project we make 

use of deep learning (DL) and machine learning 

(ML) methods to correctly identify and categorize 

clothing images. Deep learning gives more insights 

than machine learning models. For better training, 

we make use of Convolutional neural networks. 

Clothing Classification uses dataset from keras i.e., 

a Deep learning library. The dataset is then trained 

and evaluated as per the parameters of CNN. A 

CNN model is then evaluated on a test set, 

achieving decent accuracy, and classifying clothes 

as per the requirement. Cloth Classification can be 

used as meta information in many applications. 

Dress code Surveillance makes use of Clothing 

Classification as meta information for its working. 

Classification of images has further augmented in 

the field of computer vision with the dawn of 

transfer learning. To train a model on huge dataset 

demands huge computational resources and add a 

lot of cost  

 

to learning. There are several pretrained models 

like VGG16, VGG19, Deep learning, CNN, etc. 

which are widely use.  

  

INTRODUCTION- 

Clothing classification using deep learning 

is a computer vision task that aims to automatically 

categorize or classify different types of clothing 

items based on their visual features. Deep learning   

particularly Convolutional Neural Networks 

(CNN) has revolutionized the field of image 

recognition and classification making it an ideal 

approach for solving complex visual recognition 

problems like clothing classification. 

Clothing Classification using deep learning has 

numerous applications, including e-commerce

 platforms, fashion 

Recommendation systems inventory management 

and visual search engines. By automating the 

classification process, it saves time and effort 

compared to manual categorization and enables 

faster and more accurate analysis of large 

collections of clothing items 

 

 

Index Terms – Clothing, classification, Deep 

learning, CNN, Tensor Flow, Keras.  
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AIM:  

Clothing classification plays a significant role in 

dress code surveillance and allows for the visual 

categorization of clothing images. Clothing 

classification using deep learning is about 

accurately identifying and categorizing clothing 

items in images. 

OBJECTIVE:  

The objective of clothing classification using deep 

learning is to develop a model that can accurately 

classify different types of clothing items based on 

their visual characteristics. The model is trained on 

a large dataset of labelled images, where each 

image is associated with a specific category or type 

of clothing (e.g., t-shirt, dress, pants, etc.). The 

deep learning model learns to extract relevant 

features and patterns from the images and then uses 

those features to make predictions about the 

category or type of clothing item in new, unseen 

images. 

EXISTING SYSTEM:  

The field of clothing classification is constantly 

evolving, with researchers exploring new 

architectures, techniques, and datasets to improve 

accuracy and enable more advanced applications in 

the fashion industry. 

There have been several existing systems for 

clothing classification using deep learning some of 

the examples are Deep Fashion, VGGNet and 

ResNet. 

 

PROBLEM STATEMENT:  

Given a large dataset of clothing images, the 

objective is to develop a deep learning model that 

accurately classifies each image into its 

corresponding clothing category or type. The 

model should be able to handle a wide range of 

clothing items, including but not limited to t-shirts, 

dresses, pants, skirts, jackets, and footwear etc. 

 

 

 

PROPOSED SYSTEM:  

In this proposed model we use FASHION -MNIST  

Fashion-MNIST is a popular benchmark dataset 

for clothing classification. It consists of 60,000 

training images and 10,000 test images, covering 

10 different clothing categories. Many deep 

learning models, such as convolutional neural 

networks (CNNs), have been trained on this 

dataset to achieve high accuracy in 

clothing classification. 

 

METHODOLOGY: 

 CNN (convolutional neural networks): 

We have used Convolutional neural networks 

(CNNs) use self-optimizing artificial neurons that 

work similarly to convolutional neural networks 

(ANNs). CNN has three layers: a convolutional 

layer, a pooling layer, and a fully connected layer. 

Convolutional layers have as their main purpose 

the generation of features for an image by sliding 

a smaller matrix (a filter or kernel) over the entire 

image and generating feature maps. • Reducing the 

feature maps kept the most critical features of the 

data. To continue to the output layer, which will 

output the prediction, we flatten the previous 

layer’s input matrix by linking the bottom-most 

neurons in the previous layer to the top-most 

neurons in the next layer. The model’s architecture 

will allow it to train using fewer datasets, which 

reduces the amount of parameter learning required. 

CNN has been very good at machine learning 

applications, and it improves the accuracy and 

efficiency of applications. In a classification query, 

feature extraction is a more critical task for image 

recognition. The CNN was used to learn picture 

representation and reuse it on large-scale data sets 

for classification. 
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MATHEMATICAL MODEL:  

Convolution: 

The convolution operation in CNNs is used to 

extract features from input images. Given an 

input image and a set of learnable filters (kernels), 

the convolution operation is defined as follows: 

Output feature map (activation map) at position (i, 

j) = sum of element-wise multiplication between 

the filter and the input image patch centered at 

position (i, j). 

 

This can be expressed mathematically as: 

H(i , j)= ∑m∑n I(i+m , j +n).k(m ,n) 

 

where H(i, j) is the value in the output feature map 

at position (i, j), I(i+m, j+n) represents the pixel 

value in the input image at position (i+m, j+n), and 

K(m, n) represents the corresponding filter 

coefficient at position (m, n). 

 

Pooling: 

Pooling operations, such as max pooling or 

average pooling, are used to down sample the 

feature maps and reduce the spatial dimensionality. 

The pooling operation computes a single output 

value for a region of the input feature map. The 

mathematical formulas for max pooling and 

average pooling are as follows: 

 

H(i , j)=max m max n F(i +m , j +n) 

 

Max pooling: 

H(i , j)=max m max n F(i +m , j +n) 

Average pooling: 

H(i , j)= 1/m-n ∑m∑n F(i+m , j +n) 

 

Activation function: 

Activation functions introduce non-linearity into 

the CNN model and help in capturing complex 

patterns. Some commonly used activation 

functions in CNNs include ReLU (Rectified Linear 

Unit), sigmoid, and tanh. The mathematical 

formulas for these activation functions are: 

 

 

Relu: 

F(x)=max(0,x) 

 

Sigmoid: 

F(x)=1/ 1+e^-x 

 

where f(x) represents the output value given the 

input x. 

 

 

FLOW CHART:  
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HEAT MAP:  

  

  
  

 

 

 

  

  

 

CONCLUSION:  
  
A CNN based model was proposed in this project 

where clothes classification is done by identifying the 

images with its Numeric labels. This model can be 

utilized in Dress Code Detection. We would like to 

extend this project by using different DL models like 

RNN-GRU and RNN-LSTM to implement dress code 

recommendation application 
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