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Abstract- 

Cloudbursts are an extremely short duration, high 

intensity rainfall events that straits to flash floods, 

landslides leading to loss of life and property 

particularly in mountainous and vulnerable regions. 

It is already difficult to predict such phenomena 

because of their spatially localized or short-lived 

nature. The present study introduces a Cloudburst 

Prediction System that combines instantaneous 

weather data, satellite-based observations to predict 

and provide early warning signals for an upcoming 

cloudburst. 

The system uses atmospheric pressure, humidity, 

temperature, wind flow, and precipitation rates as 

input, which are used by predictive algorithms to 

determine risk of a cloudburst. A heatmap is used to 

show risk, and a general weather report is available 

to inform users of the current and predicted weather 

state. Furthermore, it has preventive measures as 

well as an SOS system that will send out notice to 

authorities and other people close by in the case of 

impending danger. 

Background The prediction of Cloud Burst is an 

innovational thought of application developed for 

predicting the scope regarding the devastating force 

of the effects of abrupt high intensity rain fall (esp. 

occurring in mountain regions or flood prone area) 

beforehand. Using real-time meteorological 

parameters, satellite pictures, and machine learning 

models, it is able to detect early warnings of 

atmospheric instability that could lead to a 

cloudburst. An interactive visuality interface creates 

risk areas with growing heat maps and continuously 

updates ambient weather data. The system also 

features an embedded SOS alert system, which 

sends out an immediate alert to authorities. 

Keywords-Cloudburst, prediction system, machine 

learning, weather forecasting, real- time data 

analysis, atmospheric instability, disaster 

management, early warning system, heat map 

visualization, SOS alert system, meteorological 

sensors, satellite imagery, neural networks, risk 

assessment, emergency response. 
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I. INTRODUCTION 

Cloud bursts are sudden, heavy rainfalls that can 

cause severe flooding, landslides, and extensive 

damage to infrastructure and human life. Accurate 

prediction of these events is important for disaster 

management and mitigation. Conventional weather 

forecasting models tend to fail in predicting cloud 

bursts because they are localized and sudden in 

nature. Yet, improvements in machine learning, data 

analysis, and cloud computing have made new 

opportunities for creating more precise and timely 

prediction systems. The goal of this project is to 

develop and implement a Cloud Burst Prediction 

System based on these new technologies to give 

accurate predictions. The system will incorporate 

diverse data sources, such as meteorological 

information, satellite images, and past weather data, 

to forecast the probability of cloud bursts in a certain 

area. The main aim is to develop a scalable, user-

friendly, and real-time prediction system that can be 

accessed by meteorological departments, disaster 

management organizations, and local authorities. 

The project starts with a comprehensive review of the 

literature on current systems and methods for the 

forecasting of extreme weather phenomena. 

Conventional systems, e.g., numerical weather 

prediction (NWP) models, are based on 

mathematical models of the atmosphere but 

generally fail to forecast localized events such as 

cloud bursts. More recent  work  has  indicated  

that  machine 

learning methods, e.g., neural networks, support 

vector machines, and ensemble learning, can make 

considerable improvements in the accuracy of 

forecasting. In addition, varied data sources like 

meteorological data (atmospheric pressure, 

temperature, humidity, wind speed), satellite data 

(cloud top temperature, cloud cover, precipitation 

estimates), and historical weather data are necessary 

for precise predictions. These findings act as the 

basis for the design and implementation of the 

suggested system. 

Cloud bursts are severe weather phenomena 

involving sudden and intense rainfall over a small 

locality within a short period of time. Cloud bursts 

have usually devastating impacts, such as flash 

floods, landslides, and extensive damage to 

infrastructure and ecosystems. Cloud bursts, being 

localized and difficult to predict, cause substantial 

difficulties for conventional weather forecasting 

systems, which tend to be geared towards large-scale 

weather forecasts in comparison with hyper- 

localized weather events. As climate change 

heightens the occurrence and intensity of such 

disasters, there is an urgent need for sophisticated 

prediction systems that can give timely and reliable 

warnings. 

To mitigate such issues, A Cloud Burst Prediction 

System is a technological solution to overcome this 

problem by utilizing recent developments in data 

science, machine learning, and real-time observation. 

In contrast to traditional weather forecasting 

techniques, 

http://www.ijsrem.com/


          
   International Journal of Scientific Research in Engineering and Management (IJSREM) 

                      Volume: 09 Issue: 05 | May - 2025                            SJIF Rating: 8.586                                     ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM47769                                                   |        Page 3 
 

this system targets the study of localized 

atmospheric conditions, past weather patterns, and 

real-time inputs from satellites, radars, and ground 

stations. By recognizing cloud burst patterns and 

precursors, the system tries to forecast the events 

with a high degree of accuracy and give early 

warnings in order to minimize their effects. 

Establishing such a system is paramount for disaster 

preparation and risk management. Reliable 

forecasting allows the issuing of timely warnings, 

evacuation schedules, and optimal deployment of 

resources, hence the reduction of life and property 

losses. The system can also advance long-term 

resilience to climate through provision of data that is 

vital in research and policy development. This work 

introduces a complete framework for a cloud burst 

forecasting system, describing its design, 

implementation, and assessment. The system 

combines machine learning algorithms, real- time 

processing, and high-resolution weather data to 

provide accurate predictions. Through the correction 

of the drawbacks of conventional forecasting 

schemes, this paper hopes to improve the area of 

extreme weather forecasting and offer a usable 

device for cloud burst impact reduction. 

II. RELATED WORK 

1. Data Quality and Availability: 

Lack of Quality and Timely Data: Government 

hospitals lack a standard mechanism to collect 

timely, quality data on medicine inventory and 

availability of physicians. 

Incomplete Reports: Patient load, medicine 

consumption, and available staff historical data can 

be unaccounted or scattered. 

Data Integration Issue: Integration issue from 

various sources like patient records, hospital 

administration systems, and government databases. 

2. Quality and Design of Predictive Model: 

Shortage of  Models Based on  Regional 

Specifications:   The  predictive   models 

employed are general in their nature, do not take 

into consideration region-specific trends that 

change over time based on disease prevalence 

  or other   factors  based on 

seasonality  and  locality, accessibility  of 

healthcare etc. 

There's Limited Use of Cutting Edge Technologies: 

Federation Learning, Reinforcement learning and 

those models which identify Spatial temporal 

Patterns have yet to find majority applicability 

Model Inclinations-These may have some form of 

inclinations with previous trends. 

3. Scalability &Ease of Application: 

Limited Scalability: All models are conceptualized 

for a small-scale setting and fail to scale when being 

applied to big hospital networks. 

Real-Time Predictive Systems: There is a lack of 

published work on real-time decision systems and 

analytics with the capability of dynamically 

assigning doctors and medicines. 

http://www.ijsrem.com/
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Cost Constraints: There is inadequate emphasis on 

economical solutions aimed towards resource-

constrained government hospitals. 

4. Integration with Healthcare Policies: 

Regulatory  loopholes, because  of which 

predictive systems never find themselves 

integrated into government policies  and 

working processes, are very uncommon. 

Also, compliance with regulations creates a specific 

issue with respect to data privacy and security 

regulation, whether they are under HIPAA or any 

local counterparts. 

5. User Adoption and Training: 

Limited consideration has been given to the need for 

usability and training, especially so by hospital staff 

or administrators for predictive models. 

Few of the research barriers elicited brought out is 

that there is actually resistance to applying 

technology, specifically so in low-resource settings. 

6. Healthcare Disparities: 

Preferred Areas: predictive analysis has a preference 

of urban hospitals over rural institutions, thereby 

leading to an uneven resource distribution expressly. 

Overlooked socioeconomic factors: most models do 

not incorporate variables that would place stress on 

drug demand or supply sufficient physicians. 

7. Evaluation and Impact Analysis: 

The impact of researched models on hospital 

departments and patients over time will be evaluated. 

Benchmarking of prediction systems 

with more classical or non-AI approaches thus 

proved a challenge. 

These gaps, therefore, filled, will enable the new 

systems to plan more and more balanced predictive 

systems that are focused on optimizing government 

hospital healthcare resource management. Predictive 

analysis on the availability of medicines and doctors 

in government hospitals does not solve vital gaps. 

One of the issues here is that they are created mainly 

in isolation and therefore contained a lot of outdated 

and generally inferior records if any at all, which is 

counter to the predictability. This is possible, but it 

doesn't happen in most models due to the failure to fit 

in the differences in healthcare infrastructures and 

populations across regions. Because of ignorance 

regarding such external factors, like seasonal 

patterns, outbreaks of disease, and socio-economic 

factors, most of these systems are not robust in 

handling dynamic healthcare demands. There are 

very serious accuracy problems, since most models 

are traditional statistical methods that do not use 

sophisticated machine learning techniques and do 

not include vital important factors like patient arrival 

rates or treatment durations. Due to the weak 

integration of forecasting tools into hospital 

administration, they are of little value; that 

disintegration in various departments has brought 

additional challenges because government hospitals 

are already struggling with such issues due to 

isolated IT systems. The existing models tend to be 

biased towards urban areas and do not 
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have a representation of rural and underprivileged 

communities. That is, because of a shortage of 

actionable information or easy- to-use dashboards, 

hospitals are prevented from real-time decision-

making. Ethical and privacy concerns, along with 

concerns related to data protection legislation and 

the patient's right to anonymity, have yet to be 

addressed properly. An increased implementation 

and maintenance cost, aimed specifically at the 

government hospitals on behalf of other 

disadvantages, does exist. Finally, the poor 

coordination among policymakers, healthcare 

administrators, and technologists, and the absence of 

standardized metrics of evaluation and mechanisms 

of feedback, prevent the optimization and 

benchmarking of these predictive systems. To fill 

these lapses, there is a need for an integrated 

approach that involves sound data integration, 

sophisticated analytics, collaboration among 

stakeholders, and ethical compliance. 

III. PROPOSED 

METHODOLOGY 
 

Fig 3.1: Satellite images before cloudburst at Leh 

It includes several steps, they are as follows: 

1) Define Objectives:- 

Identify Goals: Define precisely what you want to 

accomplish, e.g., enhance medicine stock levels, 

schedule the doctors efficiently, or decrease patient 

waiting times. 

Key Performance Indicators (KPIs): Define how to 

measure the effectiveness of the predictive models 

(e.g., prediction accuracy, decrease in stockouts). 

2).Data Collection:- 

Identify Data Sources: Collect data from a range 

of sources, including: 

Electronic Health Records (EHRs) Pharmacy 

management systems Appointment scheduling 

systems 

External data sources (such as population health 

statistics) 

Data Quality Assessment: Assess the completeness, 

accuracy, and consistency of data gathered. 

3).Data Preparation:- 

Data Cleaning: Handle missing values, outliers, and 

inconsistencies in the data set. Data Transformation: 

Normalize or standardize data, create derived 

variables, and aggregate data where necessary. 

Feature Selection: Determine appropriate features 

that will be used in predictive modelling, including 

historical patterns of demand, seasonality, and 

patient demographics. 

4).Exploratory Data Analysis (EDA): 

Visualizations: Utilize graphs and charts to 

recognize trends, patterns, and correlations 

http://www.ijsrem.com/
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within the data. Statistical Analysis: Perform 

statistical tests to gain insight into relationships and 

distributions. 

5).Model Selection: 

Select Algorithms: Choose suitable predictive 

modelling methods depending on the type of data 

and goals. Typical approaches are: Time series 

forecasting (e.g., ARIMA, Exponential Smoothing) 

Regression analysis (e.g., linear regression, logistic 

regression) 

Machine learning algorithms (e.g., decision tree, 

random forest, neural net) 

Justify Choices: Explain the choice of using a 

particular model by data attributes and prediction 

objectives. 

6).Model Training and Validation:- 

Split Data: Split the dataset into training set and test 

set (e.g., 80/20) to test the performance of a model. 

Training: Train models chosen by using the training 

data set. 

Validation: Utilize the testing set to measure model 

performance with metrics such as Mean Absolute 

Error (MAE), Root Mean Squared Error (RMSE), or 

accuracy for classification problems. 

7).Model Tuning:- 

Hyperparameter Optimization: Optimize model 

parameters for better accuracy (e.g., grid search or 

random search). 

Cross-Validation: Use k-fold cross-validation to 

make models robust and avoid overfitting. 

8).Implementation:- 

Integration with Current Systems: Implement 

predictive models into the current IT systems of the 

hospital (e.g., EHRs, inventory management 

systems). 

User Training: Offer training to users on the usage 

of predictive tools and result interpretation. 

9).Monitoring and Evaluation:- 

Real-Time Monitoring: Implement dashboards to 

monitor predictions versus actual outcomes and 

performance metrics. 

Feedback Loop: Gather feedback from users and 

stakeholders to determine areas for improvement. 

Periodic Review: Periodically review and revise 

models on the basis of fresh data and evolving 

trends. 

10).Documentation and Reporting:- Document

 Processes: Keep detailed 

documentation of methodologies, data sources, and 

model performance. 

Reporting: Provide frequent reports to stakeholders 

to present insights and predictive analytics results. 

 

Fig 3.2: pre disaster and post disaster images of the valley. 

http://www.ijsrem.com/
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IV. ARCHITECTURE Phase Description 

  

 

 

 

2.Data 

Preprocessing 

- Clean and normalize raw 

data. 

- Handle missing values and 

scale features. 

-Perform feature extraction 

(e.g., moisture index, dew 

point). 
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3.Model 

Training 

g 4.1: Design of proposed system 

- Use hybrid ML models 

(Random Forest + LSTM). 

- Train using labelled datasets 

with historical cloudburst 

events. 

- Evaluate  using  accuracy, 

precision, recall, and F1-score. 

  

 

4.Risk 

Visualization 

- Develop an interactive web 

dashboard. 

- Display dynamic heat maps 

of high-risk zones. - Trigger 

alerts based on risk thresholds. 

  

 

 

5.System 

Fig 4.2: Arduino Uno board. 
Deployment 

- Deploy on cloud 

infrastructure for scalability. 

- Include real-time updates and 

SOS alert system. 

- Interface accessible to users 

and emergency services.  

Phase 

IV. METHODOLOGY 

Description 

 

 

 

1.Data 

Collection 

- Gather historical and real- 

time weather data (e.g., 
The outcome 

rainfall, humidity, pressure). System projec 
- Sources: Weather APIs, into technical, 

satellite imagery, Doppler 
and environme 

demonstrate th 
radar data. system in pre 

 

V.OUTCOMES 

s of a Cloud Burst Prediction 

t can be categorize 

societal, 

ntal benefits. These  outcome 

e effectiveness and impact of the 

dicting and mitigating the risks 
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associated with cloudbursts. Below are the key 

outcomes: 

Technical Outcomes 

➢ Accurate Prediction Models: 

Development of robust machine learning or deep 

learning models capable of predicting cloudbursts 

with high precision and recall. Improved forecasting 

accuracy using real-time data and advanced 

algorithms. 

➢ Early Warning System: A functional 

system that provides timely alerts to authorities and 

communities. Integration of alerts with mobile apps, 

SMS, and web- based dashboards. 

➢ Risk Maps and Visualization: Creation of 

detailed risk maps using GIS tools to identify 

vulnerable areas. Interactive dashboards for 

visualizing predictions, historical data, and risk 

zones. 

➢ Scalable and Adaptable System: A system 

that can be deployed in different geographical 

regions and adapted to varying climatic conditions. 

➢ Real-Time Data Integration: Successful 

integration of real-time data from weather stations, 

satellites, and IoT devices for dynamic predictions. 

 

2.  Societal Outcomes 

➢ Improved Disaster Preparedness: Enhanced 

ability of communities and authorities to prepare for 

cloudburst events. Reduced response time during 

emergencies due to early warnings. 

➢ Minimized Loss of Life and Property: 

Reduction in casualties and damage to infrastructure 

caused by cloudbursts. Evacuation of vulnerable 

areas before the event occurs. 

➢ Public Awareness and Education: 

Increased awareness among the public about 

cloudburst risks and safety measures. Training 

programs for communities and stakeholders on 

disaster management. 

➢ Support for Policymakers: Data-driven 

insights  for  urban  planning  and 

infrastructure development in high-risk areas. 

Evidence-based policies for disaster risk reduction. 

 

3.  Environmental Outcomes 

➢ Less Impact On the Environment: Less 

impact on ecosystems and soil erosion / 

waterlogging by cloudbursts. 

➢ Conservation of Natural Resources: 

Protection of forests, rivers, and other natural 

resources from the adverse effects of sudden 

flooding. 

➢ Climate Change Studies: Involvement in 

extreme weather event research and associated 

interactions with climate change, with long-term 

monitoring of climate patterns in order to improve 

future climate prediction. 

 

4.  Economic Outcomes 

➢ Cost Savings: Reduction in economic 

losses due to damage to infrastructure, agriculture, 

and property. 

➢ Resource Allocation Efficiency Better 

allocation of resources to disaster response and 

recovery. 

➢ Support for Insurance and Risk 

Management: improving risk assessment procedures 

for insurance companies and firms operating in high 

risk areas. 

 

5.  Research and Innovation Outcomes 

➢ Advancement in Predictive Modelling: 

Development of innovative algorithms and 

techniques for weather prediction. 

➢ Open Data and Collaboration: Sharing of 

datasets and models with the scientific community 

for further research. 

➢ Contribution to Global Knowledge: 

Insights into cloudburst mechanisms and their 

impact on different regions. 

 

6.  Operational Outcomes 

➢ Integration with Disaster Management 

Frameworks: The integration of the system into 

existing disaster management and emergency 

response frameworks. 

http://www.ijsrem.com/
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➢ User-Friendly Interface: Intuitive and 

accessible interfaces for users, including government 

agencies, emergency services, and the public. 

➢ Continuous Improvement: (continuous 

system updates due to new data, user feedback

 and technological 

advancements). 

 

7.  Long-Term Outcomes 

➢ Resilient Communities: Building long- 

term resilience in communities prone to cloudbursts 

and flooding. 

➢ Sustainable Development: 

Encouragement of sustainable urban planning and 

infrastructure development in high-risk areas 

➢ Global Impact: Potential for replicating the 

system in other regions facing similar challenges, 

contributing to global disaster risk reduction efforts. 
 

 
Fig 5.1: Proteus simulation of pump-gauge mechanism. 

 

 

 

Fig 5.2: Average temperature rainfall analysis of Pauri 

 

 

VI. RESULTS AND DISCUSSIONS 

Results 

Through Cloud Burst Prediction System, there has 

gained good deep insight, which also avoids 

quantifiable backwardness in many of the 

performance measures which include: 

 

1.  System Performance 

The cloud burst prediction system was tested using 

historical meteorological data and real- time inputs 

collected from weather stations, satellites, and IoT 

devices. Performance of the system was measured in 

terms of accuracy, precision, recall, and F1-score. 

Key results include: 

➢ Prediction Accuracy: The system predicted 

cloud bursts with an accuracy of X% compared with 

traditional forecasting methods which performed at 

an accuracy of Y%. 

➢ False Positives/Negatives: False positives 

rates were kept at Z%, thus unnecessary alerts were 

basically minimized without compromising the 

detection efficiency. 

➢ Timeliness: The warnings were given at N 

minutes/hours prior to the actual event, providing 

stakeholders with sufficient time for evacuation and 

resource management. 

2.  Model Performance 

➢ Machine Learning Models: LSTM and 

Random Forest models performed the best amongst 

the tested algorithms, with LSTM excelling in time-

series data and Random Forest providing more 

stable predictions on smaller datasets. 

➢ Feature Importance: The results of the 

feature importance analyses suggested that the 

features of humidity, wind speed, and atmospheric 

pressure align well with the well-known 

meteorological principles of cloud burst 

3.  Case Studies 

➢ Real-World Deployment: This system has 

been tested in Region X, where cloud bursts occur. 

A cloud burst occurred in recent times, and the 

system managed to 

http://www.ijsrem.com/
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correctly predict it N hours in advance, hence timely 

evacuation was done, minimizing the damage. 

➢ Comparative Analysis: The proposed 

system is A% better compared with existing systems 

with regard to accuracy of predictions and B% in 

terms of reduction in computational latency. 

Discussions: 

1. Strengths: 

➢ The combination of real-time data and 

machine learning models has really boosted 

prediction accuracy and speed. 

➢ The system's ability to scale means it can 

be used in various geographical areas, even those 

with different weather patterns. 

2. Limitations: 

➢ The effectiveness of the system heavily 

relies on the quality and availability of the input data. 

In places where meteorological resources are scarce, 

the predictions might not be as reliable. 

➢ The need for real-time processing and 

model training can be quite demanding, requiring 

powerful hardware or cloud services. 

3. Broader Implications: 

➢ This system could change the game in 

disaster management by offering dependable early 

warnings for cloud bursts. 

➢ It could also lay the groundwork for future 

studies in predicting extreme weather and enhancing 

climate resilience 

4. Enhancements: 

➢ Adding more data sources, like social 

media and crowd-sourced information, could help 

improve prediction accuracy. 

➢ Creating lighter models for use in areas 

with limited resources would be beneficial. 

5. Applications: 

➢ Expanding the system to forecast other 

extreme weather events, such as 

hurricanes and heatwaves, would be a great step. 

➢ Integrating it with smart city systems could 

lead to automated disaster responses. 

 

 

VII. CONCLUSION AND FUTURE 

SCOPE 

 

Conclusion: 

 
In conclusion, the Cloud Burst Prediction System 

represents a significant advancement in disaster 

management and weather forecasting, leveraging 

cutting-edge technologies such as machine learning, 

real-time data integration, and geospatial analysis. 

By accurately predicting cloudburst events and 

providing timely early warnings, the system 

empowers communities, authorities, and 

policymakers to take proactive measures, thereby 

minimizing loss of life, property damage, and 

environmental degradation. The project not only 

enhances disaster preparedness and response but 

also contributes to sustainable urban planning and 

climate change research. With its scalable and 

adaptable design, the system has the potential to be 

replicated in other regions facing similar challenges, 

making a global impact on disaster risk reduction. 

Ultimately, this innovative solution paves the way 

for building resilient communities and fostering a 

safer, more sustainable future in the face of extreme 

weather events. 

The proposed method for cloud burst 

predetermination  is  very  effective  as  it 

http://www.ijsrem.com/
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calculates real time rainfall intensity. No special 

permission or complex assembly is needed. No 

database is needed to predict as compared to 

traditional methods. It consumes very less amount 

of time to be implemented unlike other techniques 

that consume a lot of time to process very huge 

database and further finding patterns of hidden 

knowledge in order to produce predictions. The 

method costs very less as the rain gauge can be built 

by human efforts and board is programmed easily. 

We can use same board for different purposes. 

Future Scope: 

 
The CBPS has great potential to be improved and 

expanded for large area use. In future versions of the 

system integration with government disaster 

management systems would be possible to initiate 

alerts and automatic mobilization of resources in real 

time. Prediction accuracy will increase with the use 

of higher-resolution satellite imagery, weather radar 

data and by applying advanced AI techniques such 

as Transformer models or deep reinforcement 

learning. 

Furthermore, crowdsourced weather information 

retrieved from users' devices and social media could 

enhance the dataset for hyper-local forecasts. The 

platform is expandable to other extreme weather 

events like flash floods, hailstones and cyclones, 

hence becoming a multi-hazard early warning 

system. Both the mobile interface and the mobile 

app with multilingual and offline capabilities could 

help to connect with remote and low- connectivity 

areas. As IoT has been rapidly developed, it can be 

possible to install low-cost weather sensors on such 

vulnerable areas and further improve data quality 

and prediction accuracy. 

In general, the system may have its application 

potential in smart-city infrastructure, environmental 

monitoring, and national disaster preparedness 

programs. 
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