
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 04 | April - 2023                         Impact Factor: 8.176                         ISSN: 2582-3930                                       

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM19922                                                     |        Page 1 

CN Aarogya Mitra: A Multiple Disease Prediction System 

Chinmay Shivratriwar1, Rahul Agarkar2, Yash Dharpure3, Soham Sarde4, Dr. K.P. Wagh5
 

1Department Of Information Technology, GCOE Amravati, Maharashtra 444604, India 
2Department Of Information Technology, GCOE Amravati, Maharashtra 444604, India 
3Department Of Information Technology, GCOE Amravati, Maharashtra 444604, India 
4Department Of Information Technology, GCOE Amravati, Maharashtra 444604, India 

5Asst. Prof. Department of Information Technology GCOE Amravati, Maharashtra 444604, India 

 
---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - The rise of chronic diseases has been steadily 

increasing in recent years, creating a significant impact on 

healthcare systems worldwide. Early detection and diagnosis of 

chronic diseases play a critical role in improving patient 

outcomes and reducing healthcare costs. Machine learning 

(ML) algorithms have shown promise in predicting the 

likelihood of chronic diseases by analyzing patient data.  

In this research paper, we propose a Multiple Disease 

Prediction System (MDPS) that uses ML algorithms like 

Random Forest Algorithm to predict the likelihood of four 

chronic diseases: diabetes, kidney, liver and cancer. The 

proposed system utilizes a dataset of patient’s health record like 

blood parameters and different health related factors. The data 

was pre-processed, and features were extracted before being 

used to train four different ML models, each tailored to predict 

one of the four diseases. The models were then combined using 

an ensemble approach to make the final prediction 
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1. INTRODUCTION  

 
The need for disease prediction in the healthcare industry is 

very crucial for several reasons. First and foremost, early 

detection and diagnosis of diseases are key to improving patient 

outcomes and reducing healthcare costs. By predicting the 

likelihood of a disease, healthcare providers can intervene 

early, preventing the onset of complications and reducing the 

need for more invasive and expensive treatments. 

Secondly, the healthcare industry is facing significant 

challenges due to the growing prevalence of chronic diseases, 

an aging population, and the increasing cost of healthcare. 

Predictive analytics can help healthcare providers optimize 

resource allocation, reduce healthcare costs, and improve 

patient outcomes. By identifying high-risk patients, healthcare 

providers can develop personalized treatment plans that are 

more effective and efficient, reducing healthcare costs and 

improving resource allocation. 

The proposed Multiple Disease Prediction System has several 

potential applications in healthcare, including early detection 

of chronic diseases, personalized treatment plans, and reduced 

healthcare costs. By identifying high-risk patients, healthcare 

providers can intervene early and prevent the onset of 

complications, resulting in improved patient outcomes. 

Additionally, the MDPS can help healthcare providers optimize 

treatment plans by predicting the likelihood of multiple chronic 

diseases. 

The performance of the system was evaluated using various 

evaluation metrics, including accuracy, precision, recall, and 

F1-score. The results demonstrate the effectiveness of the 

proposed system, with an overall accuracy of 0.75, 0.96, 0.97, 

0.76 for diabetes, kidney, liver and cancer respectively. The 

MDPS has the potential to be used as a decision-support tool 

for healthcare professionals in predicting the likelihood of 

multiple chronic diseases, facilitating early detection and 

treatment, and improving patient outcomes. 

2. LITERATURE REVIEW 

The development in Machine learning has become an 

increasingly popular as a tool for disease prediction in 

healthcare. Machine learning algorithms have been used to 

predict the onset of these diseases, identify risk factors, and 

develop personalized treatment plans. These algorithms can 

then be used to build predictive models that can be used to 

identify individuals who are at high risk of developing a 

particular disease. The use of machine learning in disease 

prediction has the potential to revolutionize healthcare by 

improving outcomes and reducing costs. 

In the research "Diabetes Prediction Using Different Machine 

Learning Approaches," the authors have used Machine Learning 

approaches to predict diabetes. Diabetes is one of lethal diseases 

in the world. It is additional an inventor of   various varieties of 

disorders for example: coronary failure, blindness, urinary 

organ diseases etc. The aim of this analysis was to develop a 

system which might predict the diabetic risk level of a patient 

with a better accuracy. Model development is based on 

categorization methods as Decision Tree, ANN, I Bayes and 

SVM algorithms.[1] 

 

In the research “Implementation of a Web Application to Predict 

Diabetes Disease: An Approach Using Machine Learning 
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Algorithm”, authors have proposed the design and developed a 

web application to predict diabetes. Diabetes is caused due to 

the excessive amount of sugar condensed into the blood. Usual 

identifying process for diabetic patients needs more time and 

money. But with the rise of machine learning, we have that 

ability to develop a solution to this intense issue. As they have 

proposed and developed an approach for diabetes disease 

prediction using machine learning algorithm, it has significant 

potential in the field of medical science for the detection of 

various medical data accurately.[2] 

In another research “Diabetes Disease Prediction Using Data 

Mining” authors have discussed about data mining as a subfield 

in the subject of software engineering. It is the methodical 

procedure of finding examples in huge data sets including 

techniques at the crossing point of manufactured intelligence, 

machine learning, insights, and database systems. The aim of 

the data mining methodology points to think data from a data set 

and change it into a reasonable structure for further use. 

Prediction was made with the help of two algorithms Naïve 

Bayes and K-Nearest Neighbor and also compared which 

algorithm gives better accuracy on the basis of their 

performance factors.[3] 

In the study “Application of machine learning in Cancer 

prediction” the author talks about the significance of Random 

Forest algorithm in prediction of the disease. In the model 

proposed uses different ML algorithms like Random Forest, 

Logistic Regression, Decision tree and others for the sake of 

prediction of the Disease and is used for the prediction of the 

Heart Disease, Breast Cancer and Diabetes. All the algorithms 

used in the system have their own way of predicting the Disease 

and are used accordingly.[4] 

Similarly, in “Liver Disease Prediction using Machine learning 

Classification Techniques” author talks about the significance 

of Random Forest, KNN algorithm for disease related to Liver. 

The authors found that based on the findings of utilizing the 

python application to test the Naive Bayes and KNN algorithms 

to solve predicting issues for patients with liver illness. Different 

classification techniques, such as Logistic Regression, Support 

Vector Machine, and K-Nearest Neighbor, were utilized by 

authors in their study to predict liver illness. All of these 

algorithms were compared based on classification accuracy.[5] 

In summary, the development of Multiple Disease Prediction 

using Machine learning has been of significant importance to 

the overall research community. This prediction can largely 

impact healthcare infrastructure by improving the healthcare 

facilities and providing patients services to their convenience. 

Several research have been made to improve the accuracy of the 

prediction and to increase the number of diseases that could be 

predicted using Machine Learning models. Overall, the 

advancement in this research can impact the healthcare domain 

helping a large number of populations. 

 

 

 

 

3. METHODOLOGY 

 

1.  Dataset Selection 

 

We have used 4 different datasets for our project. These 

4 datasets are taken from 4 different sources. We have 

used Indian Patients database for Diabetes and Liver 

diseases, for other two diseases we have taken global 

database. Snapshot of Liver Dataset can be seen in the 

following figure i.e. Figure 1 

 

 

Figure 1: Liver Dataset Snapshot 

2. Exploratory Data Analysis (EDA) 

 

Exploratory data analysis (EDA) is used by data scientists 

to analyze and investigate data sets and summarize their 

main characteristics, often employing data visualization 

methods. For our project we had to do EDA for all four 

data sets. We will be demonstrating EDA with diabetes 

dataset because other datasets have relatively grater 

number of attributes so it is very difficult to interpret 

heatmap 

 
Figure 2: Heatmap Diabetes 

Looking at the Figure 2 we can see that outcome and 

glucose are positively corelated, i.e. the more glucose a 

patient has, he is prone to be diabetic. Another example 

can be seen with Insulin and Skin Thickness, our data 

suggest that Insulin and Skin Thickness are positively 

corelated i.e. patients with high insulin levels should have 

a thicker skin. This helps us in determining which 

attributes should be used. 
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3. Multiple Disease Prediction System (MDPS) 

The whole project can be divided into three parts i.e. The 

Machine Learning Model, The User Interface and the 

Backend. We have developed the frontend with React.js 

with Node.js as the development environment. 

We have proposed to use the Random Forest model in our 

system, since random forest is a ensemble learning 

technique which is capable to handle different variation 

of data without having significant impact on accuracy and 

maintaining low variance. In random forest various 

decision trees works collectively to predict the outcome. 

The Figure 3 shows how the prediction takes place in our 

machine learning model. 

 

Figure 3: Working of Machine Learning Model 

4. Working of Application 

 

As discussed in point 3 we have kept the backend and 

frontend indigenous, this primarily helps in cross 

platform usage of application. Let’s understand this 

by taking example of various food delivery 

applications, these companies have their websites and 

mobile applications, one can order food from both the 

sources. 

 So, in most of the cases the backend is the same 

which is connected to different frontend through API 

endpoints. Similarly in our application backend is 

hosted on a different server(port) and frontend is 

hosted on different server(port). Refer to the 

following Figure 4 to understand working of 

application.  

As mentioned, the frontend and backend work 

differently and independently hence the API endpoint 

of the model can be used with any other frontend if 

required 

Please refer the following Figure 4 for details of the 

working. 

 

 
 

Figure 4: Working of Application 

 

5. Network Deployment 

We have deployed the application on our private 

network. Any devices connected to out private 

network will be able to access the application, any 

other devices not connected to our network won’t be 

able to access the application. 

 

4. CN AAROGYA MITRA 

 

• Landing page has access to developer details and 

prediction pages of all diseases 

• Each Disease Page has details regarding diseases, 

symptoms, model used, no of attributes trained, 

• We propose a Train button, Train button acts as 

an end point, if the users want’s to train the model 

by themselves then we can make use of this end 

button endpoint to do so 

• Test button is used to activate the test window 

where we have to enter report data and our 

application will predict if he is affected or not. 

• Some contacts of doctors can be added incase if 

the patient is affected  

We have attached the snapshots of our application as 

you can see in the figure 4.1,4.2,4.3 respectively. The 

figure comprises of various pages. Landing page is 

attached as you can see that on a landing page we 

have different disease navigation.  

We have attached only page for diabetes output page 

and test page of cancer. On Diabetes output page we 

can see that there is a predicted output and the output 

is negative i.e. the person is not infected while at 

cancer page we have a test console where we can see 

no of trained attributes. 
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Application Snapshots 

Figure 4.1: Landing Page

 

Figure 4.2: Diabetes Page 

 

Figure 4.3: Diabetes Output Page 

 

5. RESULTS AND DISCUSSIONS 

We have proposed as Random Forest based classification 

technique for multiple diseases prediction system. We 

have compared three algorithms. 

The Algorithms Compared are Random Forest, K Nearest 

Neighbors and Support Vector Machine Classifier. We 

have compared these three algorithms for all four 

diseases. Random Forest Classifier, Support Vector 

Machine (SVM) Classifier, k-Nearest Neighbor (KNN) 

Classifier, these three algorithms are primarily used for 

classification purposes also Random Forest makes use of 

Decision Trees hence they are also covered 

 

Figure 5: Liver Comparison 

 

Figure 6: Cancer Comparison 

 

Figure 7: Diabetes Comparison 

 

Figure 8: Kidney Comparison 
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Refer to Figure 5,6,7,8 we can see that for All Diseases 

except Diabetes the Random Forest algorithm 

outperforms other algorithms, in diabetes as well the 

Random Forest Algorithm is the second-best performer 

with a very narrow margin between SVM and Random 

Forest. Hence it can be seen that the proposed system with 

Random Forest Algorithm is the best performer. The 

Confusion Matrices for Liver, Cancer, Diabetes, Kidney 

is shown in the Figure 9, Figure 10, Figure 11, Figure 12 

 

 

Figure 9: Liver Confusion Matrix 

 

 

Figure 10: Diabetes Confusion Matrix 

Above are Confusion matrices for Liver and Diabetes, 

you can see the confusion matrices for cancer and kidney 

below in the figure 11 and 12. True Negative and True 

Positives are generally compared to evaluate the 

performance of the application 

 

Figure 11: Cancer Confusion Matrix 

 

 

Figure 12: Kidney Confusion Matrix 

So, we can see that the Random Forest Algorithm works 

fine for most of our diseases. 

 

6.  CONCLUSION AND FUTURE SCOPE 

 

This article in depth makes use of Machine Learning (ML) to 

predict the likelihood of various multiple disease. The accuracy 

of prediction largely depends upon the choice of algorithm for 

the model and dataset that is being used This application is built 

such that it benefits the healthcare industry creating a 

significant impact. This multiple disease prediction system 

helps in ease of healthcare services and reduce costs. This 

largely helps a wide range of population to get an access to 

important facilities to their convenience. The rectification of 

dangerous chronic disease is achieved with this application. 

The primary goal of creating this application was to help 

patients for early detection and treating of chronic disease and 

also reducing healthcare cost. 
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As a part future scope of this work, large number of diseases 

could be added to this application, the predictions could be 

made more accurate without a scope of error. Further the 

patients could be provided with the reference to prevention or 

treatment of the disease. This application could be linked to 

various other healthcare platforms in order to create a virtual 

healthcare infrastructure at click.  
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