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Abstract— In the era of digital streaming platforms, the sheer 

volume of available content can overwhelm users, making the 

efficient discovery of relevant and enjoyable content a critical 

challenge. Many individuals spend hours and hours of their 

productive time in searching for the content that best fits their 

needs and interests. To address this challenge, movie 

recommendation system has emerged as essential tool. The 

adoptionof computer-assisted approaches is essential to help 

in overcoming these constraints. With the advancement of 

data science, machine learning (ML) models are being used 

in recommending a type of content to user based on his/her 

individual interests. In this study, a vectorization and cosine 

similarity base model is fine-tuned efficiently to study user 

interest in order to recommend the content. In this paper, we 

present a movie recommendation engine following a content- 

based recommendation approach. We use publicly available 

features such as movie plot, movie genre and ratings to find 

similarity between the movies and generate a recommendation 

list. By providing recommendations which are consistent with 

user interest, the aim is to make the platform personalized. 

 
Keywords—Movie recommendation, content-based, 

vectorization, cosine similarity, movies, recommender system, 

TMDb. 

 

I. INTRODUCTION 

Digital content present on the internet these days can be 

overwhelming for user. This content is dynamic and diversely 

established in nature. These features of the content complicate 

the process of deriving useful information which helps in 

providing users with individualized support while searching 

through the massive amount of accessible data. To address this 

complexity issues a recommendation system can be used to 

suggest relevant items like movies, songs, shows, etc. to users. 

Our recommendation engine for movies is primarily built using 

machine learning, cosine similarity metrics, and content-based 

filtering approaches. Based on the user's past behavior or 

explicit feedback, content-based filtering techniques employ 

movie features to suggest additional films that are comparable 

to the user's favorites. Two videos can be viewed as two vectors 

in m dimensional user space in cosine similarity. The cosine of 

the angle between the vectors is used to calculate how similar 

they are to one another. In our system, machine learning is 

employed to create recommendation models and to retrieve 

information. 

We know that in the content filtering we recommend movies to 

the user based on the movie details like title, actors etc. and 

based on the user’s history. Recommendation system which are 

purely based on content filtering have certain drawbacks like 

there is not enough variety or novelty, Scalability is difficult 

etc. And in the collaborative filtering, It compiles the user 

 
ratings for services like items, movies, etc., finds patterns 

among users based on their ratings, and generates fresh 

recommendations for the user based on inter-user comparisons. 

Recommendation systems which are purely based on the 

collaborative filtering have certain drawbacks like cold start 

problem, hard to include side features for services like item, 

movies etc. The side elements for movie recommendations may 

include a user's country or age. Including available side features 

raises the model's caliber. Using a machine learning technique 

in the movies recommendation will surely help to improve the 

efficiency of the recommendation system. We have used 

TMDb dataset for the movie’s recommendation. In this paper, 

we have first studied the dataset properly and then done the 

exploratory data analysis on the dataset to recognize the 

patterns and understand it properly. Then we have done 

preprocessing of the dataset. Creating different machine 

learning based recommendation models using content and 

collaborative filtering. Then we have done training and testing 

of these models. Then using the best recommendation model, 

we have created the Rest API and then created the 

recommendation system GUI for the movies. Then in the GUI 

we need to enter movies details like title etc. and then we will 

recommending similar movies to the user. 

 

 

II. OBJECTIVE AND OVERVIEW 

Accurate recommendations: Suggesting content based on the 

user’s preferences accurately is the priority when working on 

this project [5]. The movies search by the users are studied 

for their genres, movie plot, crew members, etc. to provide a 

fine-tuned list of recommended movies based on the users’ 

previous search. 

⟮1⟯ Overview of the project objectives: 

Data preprocessing: This step involves collecting and 

cleaning movies data and arrange it in sophisticated form that 

makes easier for the ML model to study it. 

 

Implementing Bag of words: This step involves extracting 

and counting the occurrence of similar words present in 

movie description section of data [3]. 

 

Creating vectors: Based on the result given by Bag of words 

method, n number of vectors are formed in n-dimensions. 

 

Finding similarity: This step involves implementation of 

cosine similarity method to finding similarity between the 

movies by examining their respective vectors. 
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III. TECHNOLOGY IN PROJECT 

⟮1⟯ Flask Framework: 
 

Usage: Flask is used for developing web applications using 

python, implemented on Werkzeug and Jinja2. Advantages of 

using Flask framework are: There is a built-in development 

server and a fast debugger provided. Lightweight. 

 

⟮2⟯ AJAX: 

 

Usage: AJAX is a set of web development techniques used to 

create asynchronous web applications. It allows for updating 

parts of a web page without requiring a full page reload, 

providing a smoother and more responsive user experience. 

 

[3] Beautiful Soup: 

 

Usage: Beautiful Soup is a Python library used for web 

scraping. It allows developers to extract data from HTML and 

XML files, which is useful for retrieving information from 

websites, such as movie reviews from IMDb in this case. 

 

[4] Cosine Similarity: 

 

Usage: Cosine similarity is mentioned as the method used to 

measure similarity between movies for recommendation 

purposes. This involves comparing the textual details of 

movies using a cosine similarity metric. Python provides 

libraries for performing cosine similarity calculations, such as 

scikit-learn. 

 

[5] Frontend Technologies: 

 

Usage: HTML, CSS, and JavaScript are used for building the 

user interface and handling interactions on the client-side. 

 

 

IV. IMPLEMENTATION 

 

⟮1⟯ DATASET: 1 IMDB 5000 Movie Dataset 

2. The Movies Dataset 

 

⟮2⟯ Data preprocessing: 

 

5000 movies and data like director_name, actor_1_name, 

actor_2_name, actor_3_name, genres, movie_title, etc 

attributes of the datasets are consider in data processing [8]. 

Extracting features such as titles, directors, and actors, and 

combining it with an existing dataset of movies. So, at this 

point our data consist of 7 columns, director_name, 

actor_1_name, actor_2_name, actor_3_name, genres, 

movie_title, and comb which is a combination of all the 

attributes related to the movies. 
 

 

⟮3⟯ Building machine learning model: 

1. Feature extraction: 

It is a process, by using with count vectorizer, the words in the 

comb attributes are converted in to token counts. This results 

in, calculating the number of occurrence of a particular word in 

the whole data of ‘comb’ attribute in each item. 

 
 

2. Vectorization: 

The token generated in the above process is converted in to 

vectors, in which a single vector represents a single movie 

tuple. These N number of tuples are arranged in N dimensions. 
 

 
 

3. Identifying similarity: 

Similarity between any two movies is calculated based on the 

cosine of angle between vectors of those two movies. This is 

calculated using method like ‘cosine similarity’ from 

‘sklearn.metrics.pairwise’ module [3]. In this case, lesser the 

cosine of angle between the two vectors, more similar are the 

movies associated with those vectors. 
 

 

 
⟮4⟯ Web scraping: 

Beautiful soup is used for fetching user reviews from IMDB 

website, so by reading the reviews user can get more idea about 

the particular movie. 

 
 

⟮5⟯ Testing and training: 

We must train and test the model when it has been generated. 

The dataset has been divided in half, 80:20. 20% of the dataset 

is used to test the model, while the remaining 80% is utilized to 

train the model [9]. For evaluating the models, we have used 

metrics like RMSE (Root Mean Square Error) and MAE (Mean 

Absolute Error). Root Mean Square Error is a statistic that 

reveals how far, on average, a model's projected values and 

observed values differ from one another. Mean Absolute error 

in the context of machine learning refers to the size of the 

discrepancy between the forecast of an observation and its 

actual value. 

 

 

 
V. MODEL EVALUATION AND RESULTS: 

This section contains a discussion of the outcomes from our 

experimentation and implementation of various machine 

learning-based recommendation algorithms [9]. We have used 

two metrics namely RMSE (Root Mean Square Error) and 

MAE (Mean Square Error) for evaluating various 

recommendation models. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                          Volume: 08 Issue: 03 | March - 2024                         SJIF Rating: 8.176                                     ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 3 

API and using it in movies recommendation GUI. Finally, we 

are recommending similar movies to the user. In order to boost 

user satisfaction, our suggested solution would enable the 

system to make a recommendation to the user that is more 

accurate. In future we can implement recommendation system 

which can work on real time information of users. Also, we can 

try to implement cross domain recommendation system in 

future. 

 

 
 

Table -1: Comparison of recommendation model. 

 

In the above table, the model which have low value of 

RMSE and MSE is considered as best model as it is having 

less error. So, the model using content and cosine similarity is 

best as compared to the other models [5]. For creating movies 

recommendation GUI, we have used PyCharm as IDE and 

created the API for the best machine learning based 

recommendation model. Below is the screenshot for 

recommending movies to the user using cosine similarity [5]. 

In this case, lower the error, more accurate the model is. So we 

compared different permutations of possible approaches and 

algorithms to build the model, we noticed that, the approach 

with content based method with cosine similarity provides less 

error. So this approach is best for our model. 
 

 
 

 

 

 

 

VI. CONCLUSION 

 
In this paper, we have implemented various recommendation 

models using content and collaborative filtering based on different 

machine learning techniques to improve the user recommendation 

in the movies recommendation system. After studying, comparing, 

and experimenting various recommendation model we have 

realized that model based on content filtering and cosine similarity 

was better as compared to the other models. Using the best 

model, we have created 

Recommendation Models RMSE MSE 

Collaborative + Singular Value 

Decomposition 

0.8675 0.6729 

Collaborative + K-Nearest 

Neighbors 

0.9552 0.7257 

Collaborative + Co-Clustering 0.9544 0.7249 

Collaborative + Alternating 

Least Square 

0.8219 0.7632 

Content + Cosine Similarity 0.7481 0.6316 
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