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ABSTRACT . . .
Overall, our project aims to bridge the gap between
In the modern world, we need the development of aadvanced technology and practical utility. By seamlessly
automated system that can accurately detect landmag{gnding cuttingedge deep learning techniques with eal
and provide essential services isnportant. The 4 geographic data, we're striving to create a system

'‘Continentbased Gedandmark  Detection and that lLtioni th le int ¢ with thei
Recognition using CNN" project develop the Continent'@t révolutionizes tne way people interact wi er

based Landmark Detection system using deep learnirgirroundings.

specifically Convolutional neural network (CNNs). The

system will be capable of identifying landmarks froml'1 MOTIVATION

uploaded images. It will provide a short summary abouge see lots of pictures of a famous landmark and think
the identified landmarks, and extract geographic data sugfhere it is located? and also, we wanted to explore nearby

as landmark address, latitude and longitude and display.. ... . ;
them on the map. Additionally, the system will utilize@/c'“t'es of that landmark but we don't have any idea

location information (i.e. Latitude and Longitude) toWhere to start? so thatds
locate 17 essential services such as Road Netwoa@plication of landmark detection and recognition system.

Hospitals, Bus Stops, Railway Station, ATM's, Religiou . . . .
Institutions (Temple, Masjid, Church and more) etc?)ur project aims to address this need by developing a

around the identified landmark within a specified radiusgontinenibased - Landmark  Detection = system using
such as 1000 meters (i.e. 1 kilometer). Convolutional Neural Networks (CNNs). By leveraging

) ) . ) ) . the power of deep learning, we seek to create a system
Keywords: CNN; Continents; Getandmark; Detection capable of accurately identifying landmarks from

and Recognition; Convolution neural network; Deepinaged images. This system has the potential to
Learning; Python. revolutionize the way people interact with and explore the

1. INTRODUCTIO N world around them.

Our project is centered around creating an intelliger¥lso, by extracting address and location coordinates from
system that can effectively recognize landmarks iinages, our system can provide users valuable
images. We're leveraging advanced deep learnifigformation about the geographical context of that
techniques, specifically Convolutional Neural Networkéandmarks which they are interested. This is not only
(CNNs), to develop this system. CNNs are powerfuncreasing the user's experience but also opens up
algorithms commonly used in image recognition task®pportunities for applications in fields like tourism,
and we're employing them to accurately identificultural heritage preservation etc.

landmarks from a wide range of images. 1.2 RESEARCH CONTRIBUTION

Once a landmark is identified, our system goes a si§p g eaking Technological Barriers: Previous attempts to
further by extracting important information such as th%evelop landmark detection systems were hindered by
landmark's address and geographical coordinates (Iatitulﬂﬁited computational resources and the complexity of
and longitude). This information is then integrated int age recognition algorithms. However, with the advent
interac_tive maps, allowing users to visualize the Iocatio&f Convolutional Neural Networks’ (CNNs) and
of the identified landmarks with ease. improvements in hardware capabilities, we were able to
But our system doesn't stop there. We're alssurpass these limitations and develop a robust Continent
incorporating locatiorbased services to enhance usepased Landmark Detection system.

experience. By leveraging the geographical coordinates
the identified landmarks, users can easily discover near
amenities such as hospitals, movie theaters, markets,
more. This integration of landmark detection an
locationbased services makes exploring new places al
accessing essential facilities incredibly convenient.

gf Enhanced Accuracy and Performance: While earlier
tems may have struggled with accuracy and
formance issues, our project demonstrates notable
provements in both areas. By harnessing the power of
Ns, we achieved higher levels of accuracy in landmark
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recognition, paving the way for more reliable and precis2010, the authors studied a method to automatically
results. extract landmarks from photos shared on social media.

. . L . They used a powerful computer program called a deep
3. Integration of LocatiorBased Services: In addition to&eural network to do this. However, their study

gdvancmg Iand'mark detectpn technology, our ProJe&hcountered a limitation a technique they used called
integrates locatioased services to provide users WltbeSCAN didn't work well when there were big
comprehensive information about nearby facilities. Th'aifferences in the number of photos in different areas.

integr_ation enhances the practical utility of our systenb spite this limitation, their research was important
enabling users to explore landmarks and access relevgg ause it showed a new way to find landmarks in photos.

services with ease. In the future, this could help us better understand and
4, Realizing the Full Potential: By overcoming previousexplore the world around us through the photos people
technological limitations, our project realizes the fullshare online. [4]

potential of landmark detection and exploration

apolications. We not onlv imorove unon existin rnethoolAndrei Boiarov and Eduard Tyantov explored a method
PP ' yimp P 9 o recognize landmarks on a large scale using a technique

but also open up new possibilities for utilizing such led deep metric leaming in their 2019 paper titled
technology in various domains, ranging from tourism an%

urban planning to cultural preservation and beyond arge Scale Landmark Recognition via Deep Metric
P 9 P yond. Learning". They wanted to teach computers to recognize

2. LITERATURE REVIEW landmarks in lots of pictures. However, they found a

| titled “Lost tization: | ing Particul limitation in their study the techniques they used, called
n a paper title ost Quantization: Improving Particu alEriplet loss and contrastive loss, needed to be trained with

Object Retrieval in Largé&cale Image Databases” by J. : .
2 . carefully selected samples to work well. Despite this
Philbin et al. in 2008, the authors explored ways to malf‘?‘nitation, their research was important because it showed

!t easier to find specific objects in huge coIIectlc_)ns L new way to teach computers to recognize landmarks in
images. They focused on a small number of differe any pictures. [5]

landmarks, like famous buildings or monuments, to see
how well their method worked. For example, they create@uillaume Touya and Chaimaa Beladraoui explored a
a dataset with 6,412 pictures of 12 wielown landmarks method for detecting landmarks on maps using deep
in Paris. They wanted to see if their approach coul@arning in their paper titled "Deep Learning for Anchor
accurately find these landmarks in the pictures, even fetection in Multiscale Maps" published in 2022. They
there were lots of other things in the background.[1] wanted to automatically extract landmarks from large
geotagged photographs. However, their study
S X encountered a limitation: while they used deep learning to
Image Collections® by ¥. Li, D.). Crandall, and D'P'analyzegeotagged photographs for automatic landmark

Hutte_nlocher In 201.0’ t_he autho_rs looked into _how t%xtraction, there were challenges in accurately identifying
classify landmarks in big collections of datasets. Thepéndmarks in this way. Despite this limitation, their

v_vanted to f|gure_ O.Ut what landmarks were in the IMageRssearch was significant because it introduced a new
like famous buildings or natural landmarks. However

i : roach maticall ing landmarks on m
their study had a limitation they only used a dataset wi pproach to automatically detecting landmarks o aps,

images of 500 different landmarks. This means the hich could have valuable applications in various fields

couldn't test their method on a wide range of Iandmarkgfmh as navigation and urban planning. [6]

which might limit how well it works in realorld In their 2021 paper titled "Deep Learning for

situations with many different kinds of landmarks.[2] Cephalometric Landmark Detection: Systematic Review
and Metaanalysis", Falk Schwendicke and Akhilanand

Chaurasia conducted a study to review andlyzethe

In a paper titled "Landmark Classification in Lat§eale

In a paper called "Gebandmark Recognition and

Detectioni' by Nishika _Manira and _o_thers in 2010, t.h ffectiveness of deep learning in detecting landmarks on
authors mvesU_gated into recognizing and de.te.Ctmgephalometric images. They found that deep learning
landmarks, which are famous places or bUIIdIngsrhethods showed relatively high accuracy in detecting

However, their study didn't focus on helping tourists ﬁnqandmarks on these images. However, their study

lthe:jr Wai a_rour?dt new rtJLacez._ dV\l‘?lle tr|1ey ChOUIdtreCOgr:'rﬁﬁentified a limitation: while the results were consistent,
andmarks in pictures, they didnt expiore now to use ey were also at high risk of bias. Despite this limitation,

:ﬁ gur;dt(; p%?grl‘?t th\ZOlrJ%E unfarirglltllarthloif?l\tllorr;(s\.lv Eveti Eeir research was important because it provided valuable
ough they cover these points, their wo as s sights into the potential of deep learning for improving

important b_ecause it helped us understanq how comput Rdmark detection in cephalometric imaging, which
can recognize landmarks. In t.he future, this could lead Quld  have significant implications for orthodontic
systems that not only recognize landmarks but also he ‘?agnosis and treatment planning. [7]

people navigate in new places by using those landmarks.
[3] In their 2021 paper titled "Deep Learning for
In a paper titled "Automatic Landmark Extraction fromCephalometrlc Landmark Detection: Systematic Review

Geotagged Social Media Photos using Deep Neur nd Metaanalysis", Falk Schwendicke and Akhilanand

Network" by Najmeh Neysani Samany and others i haurasia conducted a study to review andlyzethe
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effectiveness of deep learning in detecting landmarks &hPROPOSED SYSTEM
cephalometric images. They found that deep learnin¢

methods showed relatively high accuracy in detectinc i'\"
landmarks on these images. However, their study E
identified a limitation: while the results were consistent, ?
they were also at high risk of bias. Despite this limitation,

their research was important because it provided valuabl

insights into the potential of deep learning for improving
landmark detection in cephalometric imaging, which

could have significant implications for orthodontic e
diagnosis and treatment planning.[8] ——
2.1RESEARCH GAP: Gateway of India

Dataset
. . Geo-Land k Detecti
1. There may be a lack of exploration into how well the ot RGO,
developed landmark detection and recognition systen

performs across different continents. Further research i |

needed to understand the system's effectiveness : ! ! L
recognizing landmarks in diverse geographical setting| Lanamarx - ar Explore the ares
beyond the initial continent studied. THmEm— e o g Services]
2. While the project focuses on contindrgsed landmark Figure 1: System Architecture of Gé@ndmark
detection, there may be gaps in understanding how the Detection and Recognition (GLDR)

system scales to handle larger datasets encompassing

numerous landmarks across various continents. Molde user interacts with the Ul to upload an image or

research is needed to evaluate ghistem's scalability and search for a recognized landmark. The Landmark

performance with extensive datasets. Recognition Module processes the image using CNNs to

3. The project may encounter challenges in effectiVelidentify the Iandma.rk. The _Geographical Data Extra_ction

détecting and recognizing landmarks under differe odule e>_<tract§ information about the repogmzed
"Rndmark, including address, latitude, and longitude. The

enwrp_nmental conditions, such as varying lightin stem integrates with GIS data sources to retrieve real
conditions, weather patterns, or seasonal changes. Further,

research is necessary to enhance the system's robust & geographic dafa. Locatidased Services provide
y Y ot mation about nearby amenities and facilities based

to environmental vgriability an_d_ ensure consisten n the geographic coordinates. Continspecific
performance across different conditions. recognition models adapt the recognition process for
4. Although the project aims to identify landmarks, thergreater accuracy. Privacy and security measures ensure
may be a gap in exploring how this technology can bifae protection of usegenerated data.

integrated into practical navigation systems to assist users

in navigating unfamiliar locations. More research i 1 [MPLEMENTATION METHOD:

needed to develop and test navigation systems th~*

leverage landmark recognition to provide accurate ar

intuitive navigation guidance.

5. There might be potential biases in the landmar

detection and recognition system, such as biases

training data or algorithmic biases. Further research

required to identify and mitigate biases to ensure fairne [ remoriow s |
and equity in the system's performance across differe Asia
demographic groups and geographic regions. .. h

.North America

Display Predicted
Landmark
Display
Landmark Summary

Read "Homepage"”
Select Continent

Display
Latitude and
Longitude

.Oceania Antartica

6. The project may face challenges related t [ omeios |
computational efficiency, particularly when processing D:" .
large volumes of image data for landmark detection ar | &
recognition in reatime or near reaime applications. | ghemhAmercs
More research is needed to optimize the systern
computational efficiency while maintaining high accuracy

and reliability.

Label Mappping

Prediction
of
Landmark

YES

Obtain Highest
Accuracy Landmark

AND
Radius >0

YES Display NO |
END J Service

Radius

Figure 2: System Flow Chart of Gdoandmark Detection and
Recognition (GLDR)
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1. The user interacts with the Ul to upload an image @rchitectures, such as VGG, Reset, or cusiesigned
search for a recognized landmark. networks, to optimize landmark detection accuracy. Train
2. The Landmark Recognition Module processes tithe CNN model using the preprocessed dataset,
image using CNNs to identify the landmark. employing techniques like transfer learning if applicable.
3. The Geographical Data Extraction Module extractd, Landmark Recognition: Implement the trained CNN
information about the recognized landmark, includingnodel to recognize landmarks from uploaded images.
address, latitude, and longitude. Extract landmarispecific details, including addresses,
4. The system integrates with GIS data sources to retrieigitude, and longitude, using the recognized landmark
reattime geographic data. o . names as queries in geolocation databases.

5. LocationBased Services provide information about | teractive Mapping Integration: Integrate the

nearby amenities and facilities based on the geograplygqgraphical coordinates into interactive mapping APIs

coordinates. (e.g., Google Maps) to visualize recognized landmarks
accurately. Develop an intuitive user interface that
displays identified landmarks and nearby essential
facilities on the map. Implement useiendly controls
allowing users to navigate the map and explore additional
information about landmarks and facilities.

6. LocationBased Services Integration: Utilize location
information (latitude, longitude, or picode) provided by
users to identify nearby essential facilities. Implement
algorithms to search for hospitals, movie theaters,
markets, public transport hubs, shopping malls, schools,
and colleges around the recognized landmarks. Display

Take Image of the Landmark

< Upload Landmark Image on the

System

1. User Friendly
Interface

8. Landmark Based
Services [17 Services
(e.g. Hospitals, Schools,

2. Homepage (Instruction
Guide)

the results in a clear and organized manner, providing
relevant details such as addresses, contact information,
and distance from the landmark.

7. Testing and Evaluation: Condu@orous testing using
diverse images to evaluate the accuracy and efficiency of

etc.)] /

o) 3.Continents (Asia, Africa, landmark recognition and locatidrased services.
7. Map Integration ~v‘ Europe, Sm‘nh Americ‘a, . ..
North America, Oceania Employ metrics such as precision, recall, and F1 score to
= sies guantify the system's performance. Gather feedback from

users through usability testing, ensuring the system meets
user expectations and provides a seamless experience.

8. Optimization and Scalability: Finene the CNN
model and algorithms based on testing results to optimize
accuracy and speed. Ensure the system is scalable to
handle a large number of users and diverse queries
simultaneously. Implement caching mechanisms and
other optimizations to enhance response times and user
experience.

9. Documentation and Deployment: Document the entire

development process, including datasets, methodologies,

algorithms, and system architecture. Prepare user manuals
4. RESULTS AND DISCUSSIONS: and guides for seamless user adoption. Deploy the system
1. Data Collection: Gather a diverse and extensive dataggf a reliable server infrastructure, ensuring high
of images featuring landmarks from various continentswailability and minimal downtime.

Ensure the dataset encompasses landmarks from urb@) continuous Improvement: Monitor user interactions
and rural settings, capturing different lighting conditiong,nq system performance paitployment. Gather user

and perspectives. feedback and analyze user behavior to identify areas of
2. Data Preprocessing: Clean and preprocess the imagagrovement.

to enhance quality and consistency. Resize images to a
standard format suitable for CNN input. Label the datas
meticulously, associating each image with it
corresponding  continent, landmark name, an
geographical coordinates.

3. Convolutional Neural Network (CNN) Architecture:
Design a CNN architecture suitable for image recognition
and feature extraction. Experiment with different CNN

6. Geo-graphical data
extraction (Address,
Latitude, Longitude)

e

5. Landmark summary

\ 4. Landmark Detection &

Recognition

Figure 3: Use case diagram @eoLandmark Detection
and Recognition (GLDR)

Pe successfully created a wapplication for continent
ased gedandmark detection and recognition using
NN. Check out the screenshot below to see the results.
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Landmark Summary B :

Welcome to Asia

& Continent based
Geo-Landmark
Detection and
Recognition

Landmark Address
O Asia

Address | : Gateway of India, Kala Ghoda, A Ward, Zone 1, Mumbai, Mumbai City, Maharashtra,

Eun

English user) - : Gateway Aa India, Kal Ghoda, A Ward, Joan 0, Mumbai, Mumbai City,
, India

°
°
°
°
°

. . Latitude and Longitude T :
Figure 4: Homepage Select Continent '

After choosing the continent it will open that continent
welcome page where user can drag or upload the imageg
the landmark

gure 7: Display Landmark Summary and Geo
graphical Information (i.e. Address, Latitudéongitude)

Welcome to Asia
Then after that it will show the users live location on the
map

Landmark on Map @1 :

Upload landmark image

@ Drag and drop file here
1it 200MB per file « PN

Browse files

Figure 8: Map Integration

Figure 5: Upload Image ofandmark Themost useful feature which help the user to explore the
area independently without any help of other people, this

As soon as user upload the image it will quickly give the feature will show the user Road Networks of the Area,
accurate prediction Hospitals, Libraries, Police station, Bus Station, Railway
Station, Parking Lots, Fuels, Hotels, Restaurants, Banks,

AT MO s, Super mar k e tTheater sal | s,
Religious Institution (Temple, Masjid, Church and
moreé) etec.

Explore the Area

Services:

Road Network

ges - Universities

Predicted Landmark @ :

y Of India Mumbal

Figure 6: Display Predicted Landmark

After the prediction of the landmark, it will give the short
summary of that landmark as well the proper address in kssaunat

anylanguage and also Latitude and Longitude as well. e

Supermarkets

(Temple, Masjid, Church and more..)

Enter the Radius (in meters) | [Ex: 1000 meter = 1 kilometer]

5000

Figure 9: Landmark based Services (Select a Service and
EnterRadius)
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After choosing on of that featurfirstly user need to Our program can handle big datasets and different kinds

. : . of landmarks, unlike older methods that might only work

define the radius to get nearby services. . o . .
in specific places or with certain types of landmarks.

4. Eventhough our program works well, we need more

pictures of landmarks from all over the world to make it

even better.

We also want to make our program faster so it can find

landmarks in realime without waiting.

5. CONCLUSIONS

Aour project "Continenbased Ged.andmark Detection

and Recognition using CNN" offers an innovative

solution for identifying landmarks worldwide. Leveraging
Convolutional Neural Networks (CNNs), our system
accurately detects landmarks from ugptoaded images.

Figure 10: Display the details of selected service within £ By wutilizing CNNs, our syste
specifiedradius like addr_esses a_md cqordmat(_as, providing users with

valuable information. With locatiehased features, users

. . . can effortlessly find nearby amenities, making exploration
At the end user get the information that he needed like . y y gexp
crcl)gvement.

proper name, address postcode, state, amenity, source and 5 ¢ project's holistic appro

latitude longitude. detection, data extraction, and mapping services, ensures
its practicality in realorld scenarios. Additionally, its
scalability allows it to handle large volumes of data and
user requests effectively.
A Overall, our project simplif
and enhances geographic awareness. It exemplifies the
potential of deep learning and geographic intelligence in
improving our understanding of the world.
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4.1 COMPARATIVE ANALYSIS
1. Before, people used methods like looking at SpeCiﬁﬁeEFERENCES

features or using basic computer programs to fing_ J. Philbin. O. Chum. M. Isard. J. Sivic. and A.
landmarks. Thesenethods worked okay but had trouble Zisserman. Improving particular object retrieval in

with dlfferentltypes of Ilandmarks anq plac?es. large scale image databases. Work on small humber
More recently, people started using fancy computer ¢ gisinct landmarks. for example, present a dataset

programs called CNNs to find landmarks. These —  onaining 6412 images on 12 distinct landmarks in
programs are better at learning from lots of pictures and p_is.

can recognize landmarks more accurately. 2. Y. Li, D. J. Crandall, and D. P. Huttenlocher. [2009]
Landmark classification in largecale image
collections. Landmark detection using a dataset
containing images of 500 landmarks.

Nishika Manira, Swelia Monteiro, Tashya Alberto,
o ; e Tracy Niasso, Supriya Patil, "Gd@ndmark
We didn't stop at just finding landmarks. Our program  pacognition and Detection”, International Journal of

also tells you about nearby places like hospitals or Innovative Technology and Exploring Engineering
schools, making it more useful for people exploring new (IJITEE), ISSN: 22783075, VolumelO Issue7,
Najmeh Neysani Samany Automatic landmark
extraction from gedagged social media photos using
deep neural network Limitation DBSCAN doesn't
cluster data sets well with large differences in
densities.

2. We used CNNs to find landmarks across whole
continents. By training our program with lots of different

landmark pictures, it got really good at recognizingy
landmarks from different places and conditions.

3. Compared to older methods, our program is mor4é
accurate and faster at finding landmarks. This is because
it can learn from lots of pictures and adapt to different

situations better.
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