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Abstract - Coronary Heart Disease (CHD) is a leading 

cause of mortality worldwide, making early detection and 

prediction crucial for effective treatment and prevention. 

The project presents a Coronary Heart Disease Prediction 

Web Application that enables users to assess their risk 

based on medical parameters and a Computed 

Tomography (CT) image. The system allows users to 

input personal details, including name, age, and blood 

pressure, and select relevant symptoms such as chest 

pain, heart attack, heart failure, and arrhythmia via check 

The uploaded CT image is analyzed using a trained 

machine learning or deep learning model, which 

determines whether chronic heart disease is confirmed or 

not. If the disease is detected, the system suggests 

possible medications; otherwise, it reassures the user that 

no coronary heart disease is present. The collected data is 

stored in an Excel data sheet for further analysis. The web 

application is built using Flask for the backend and a 

simple HTML-based frontend. 
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1.INTRODUCTION  

 

Coronary Heart Disease (CHD) remains one of the leading 

causes of morbidity and mortality worldwide. It occurs 

due to the accumulation of plaque in the coronary arteries, 

leading to reduced blood flow to the heart. Early detection 

and accurate prediction of CHD are crucial for preventing 

severe complications such as heart attacks and heart 

failure .In recent years, deep learning has emerged as a 

powerful tool in the field of medical diagnostics, offering 

superior accuracy and efficiency compared to traditional 

methods. By leveraging advanced neural networks, 

medical imaging, and patient health records, to identify 

patterns indicative of CHD. This study explores the 

application of deep learning in predicting CHD, focusing 

on its potential to improve early diagnosis, risk 

assessment, and clinical decision making. By utilizing 

techniques such as convolutional neural networks (CNNs) 

for medical imaging and recurrent neural networks  
 

2. OBJECTIVE 

Exploits data mining techniques on historical heart 

datasets to assist in predicting heart diseases 

Discovers and extracts hidden knowledge associated with 

diseases from historical heart data 

Provides early detection to help make treatment more 

effective and affordable for common people 
 

3.EXISTING SYSTEM 

 

The current traditional healthcare system for heart disease 

diagnosis has several limitations :Manual Diagnosis 

Process Relies heavily on physical consultations with 

doctors Requires multiple hospital visits for various tests  

Time-consuming process from initial symptoms to 

diagnosis High dependency on doctor's availability and 

expertise Cost Factors High costs associated with 

multiple medical tests Expensive consultation fees 

Repeated visits increase overall expenses Treatment costs 

are often unaffordable for common people 

 

3.1 DISADVANTAGES 
 

Technical Limitations: 

Depends entirely on internet connectivity Requires 

computer/device access System accuracy is limited by the 

quality of training data May not handle all edge cases or 

rare conditions 

Security and Privacy Concerns: 

Stores sensitive medical information digitally Potential 

risk of data breaches Privacy concerns regarding patient 

medical history Security vulnerabilities in web-based 

systems 

 

4.PROPOSED SYSTEM 
 

The proposed system is an integrated healthcare platform 

that utilizes Deep Learning for coronary heart disease 

prediction, where patients can securely log in to receive 

accurate disease predictions based on their health 

parameters. Upon receiving a positive prediction, the 

system automatically suggests appropriate medications 

like Aspirin, Statins, Beta-blockers, and ACE inhibitors, 

while simultaneously connecting patients with nearby 

doctors through a sophisticated appointment booking 

system. The platform features a comprehensive 

appointment management system that handles 

scheduling, tracks appointment statuses, and delivers 

automated SMS notifications to keep patients informed 

about their medical consultations. Additionally, the 

system maintains detailed patient records, including 

prediction history, appointment logs, and communication 

records, while facilitating seamless communication 

between patients and healthcare providers through 

integrated messaging capabilities. 
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. 4.1 ADVANTAGES 
 

Early Detection and Prevention 

Enables early identification of heart disease risks before 

they become severe Helps prevent critical heart 

conditions through timely intervention Reduces the risk 

of emergency medical situations 

Cost-Effective Healthcare 

Minimizes treatment costs by enabling early detection 

Reduces the need for expensive emergency procedures 

Makes heart disease screening accessible to common 

people 

. 

 

5.SYSTEM ARCHITECTURE: 

  
 

Fig No:5.1 

 

 

5.1 SYSTEM ARCHITECTURE EXPLAINATION 
 

the heart disease prediction system is built on a robust 

three-tier architecture the separate the application into 

presentation business and data layer this architectural 

approach ensures modularity scalability and 

maintainability while providing a secure and efficient 

platform for heart disease prediction and patient 

management the presentation layer serves as the user 

interface implemented using Django templating engine 

with modern html5 css3 and java script it provides 

distinct interfaces for three user roles patients doctors and 

administrators the frontend incorporates responsive 

design principles ensuring seamless access across various 

devices and screen size interactive elements such as 

appointment scheduling prediction result visualization 

and medical record management are implemented using 

dynamic java script components at the heart of the system 

lies the business logic layer which handle core 

functionalities and data processing this layer implements 

the machine learning model for heart disease prediction 

processes user requests manages authentication and 

coordinates communication between different system 

components the Django frameworks view system 

manages the business logic implementing role-based 

access control and ensuring secure data handling key 

components include the prediction engine appointment 

management system and notification services the data 

persistence layer utilizes a robust database architecture to 

store and manage patient records medical data 

appointment information and prediction results the 

system employs Django object-relational mapping for 

efficient database operations supporting both structured 

patient data appointments and unstructured CT scans 

medical images data storage data integrity is maintained 

through proper relationship mapping and constraint 

implementation the system implements a comprehensive 

security framework with role-based access control user 

authentication is handled through Django authentication 

system enhanced with custom middleware for role-

specific access management each user type patient doctor 

administrator has clearly defined permissions and access 

levels ensuring data privacy and security the heart disease 

prediction module integrates machine learning 

capabilities with medical parameters processing it accepts 

various inputs including age gender blood pressure 

cholesterol levels and ECG results the prediction pipeline 

includes data validation preprocessing model execution 

and result interpretation the system maintains prediction 

history and provides detailed analytics for healthcare 

providers a sophisticated appointment scheduling system 

facilitates patient-doctor interactions it includes features 

for booking rescheduling and canceling appointments 

with automated notification systems using SMS and 

whatsapp integration the scheduling algorithm considers 

doctor availability patient preferences and hospital 

resources to optimize appointment allocation the 

communication infrastructure ensures seamless 

information flow between system users it implements 

multiple channels including in-app notifications SMS 

alerts messages the system uses asynchronous processing 

for notification delivery ensuring efficient handling of 

high-volume communication requirements the system 

handles various data types including numerical medical 

parameters text-based patient information and medical 

images data processing pipelines are implemented for 

different data types ensuring proper validation 

normalization and storage the CT scan management 

module includes specialized image processing 

capabilities for medical imaging data a restful 

architecture facilitates data exchange between system 

components and enables potential future integrations the 

API implementation follows rest principles providing 

endpoints for user management prediction services, 

appointment handling, and data export. API security is 

ensured through token-based authentication and request 

validation. 

Comprehensive reporting capabilities allow users to 

generate and export data in multiple formats (CSV, 

JSON). The reporting module includes customizable 

templates for medical reports, prediction analysis, and 

appointment summaries. Role-based access control 

ensures that users can only access reports relevant to their 

role and permissions. 
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Multiple security layers protect sensitive medical data. 

This includes encryption for data in transit and at rest, 

secure session management, and protection against 

common web vulnerabilities. The system implements 

CSRF protection, SQL injection prevention, and proper 

input validation across all interfaces. 

A detailed audit logging system tracks all significant 

system events, user actions, and data modifications. This 

ensures accountability and provides a trail for security 

audits and compliance requirements. Logs are maintained 

for user access, prediction requests, appointment 

changes, and system modifications. 

The system is deployed using a scalable architecture that 

can handle increasing user loads and data volume. Static 

files are served through a dedicate 

 

6.METHODOLOGY 
 

The heart disease prediction system employs a 

sophisticated methodology that begins with data 

collection through a user-friendly interface where 

patients input thirteen critical health parameters including 

age, sex, chest pain type, resting blood pressure, 

cholesterol levels, fasting blood sugar, resting ecg results, 

maximum heart rate, exercise-induced angina, st 

depression, slope of peak exercise st segment, number of 

major vessels, and thalassemia status. The system 

processes this input data using a combination of two 

powerful machine learning algorithms - gradient boosting 

classifier and logistic regression, where the gradient 

boosting model is trained on a comprehensive dataset 

with 100 estimators, a learning rate of 1.0, and maximum 

depth of 1 to ensure optimal prediction accuracy. The 

prediction process involves data preprocessing, feature 

scaling, and model validation using an 80-20 train-test 

split, followed by accuracy assessment and result 

generation that classifies patients into healthy or at-risk 

categories. Upon prediction, the system automatically 

triggers a comprehensive healthcare workflow that 

includes medication recommendations for at-risk 

patients, doctor matching based on geographical 

proximity, and appointment scheduling with automated 

SMS notifications. The methodology incorporates a 

robust data management system that stores patient 

records, prediction histories, and CT scan images in a 

secure database, while providing data export capabilities 

in multiple formats for further analysis and healthcare 

tracking. This end-to-end methodological approach 

ensures accurate heart disease prediction while 

facilitating immediate medical intervention when 

necessary, creating a seamless bridge between prediction 

and healthcare delivery. 

6.1 PERFORMANCE EVALUATION 
 

The Heart Disease Prediction System demonstrates 

robust performance across multiple evaluation metrics, 

with the Gradient Boosting Classifier achieving high 

prediction accuracy as evidenced by the test data 

validation scores stored in the search Data model. The 

system's performance can be broken down into the 

following key aspects: 

Prediction Accuracy 

The model consistently achieves accuracy scores 

displayed to users with each prediction  

Performance metrics are tracked and stored for each 

prediction attempt 

Real-time accuracy calculation during prediction 

execution 

System Response Time 

Quick processing of user inputs for immediate prediction 

results  

Efficient handling of CT scan image uploads Fast 

database operations for storing and retrieving patient 

records 

Data Management Efficiency 

Successful tracking of patient predictions and medical 

histories 

Efficient storage and retrieval of CT scan images 

Robust handling of multiple data export formats (CSV, 

JSON) 

User Interaction Metrics 

Successful appointment booking rate 

Doctor-patient matching efficiency based on location 

User feedback collection and processing 

Healthcare Impact Indicators 

Number of early detections of heart disease risks 

Successful patient-doctor connections made 

Medication recommendation effectiveness 

 

6.2 ALGORITHM USED  

 

1.Random Forest Classifier serves as the main prediction 

engine. It creates multiple decision trees and combines 

their outputs to make the final prediction. The algorithm 

processes 13 key medical parameters including age, sex, 

chest pain type, resting blood pressure, cholesterol levels, 

and ECG results. The model is trained with a dataset of 

verified heart disease cases to achieve optimal prediction 

accuracy. 

2. Support Vector Machine (SVM) acts as a secondary 

validation model. It uses a Radial Basis Function (RBF) 

kernel to create non-linear decision boundaries, helping 

to classify complex medical cases. This provides a 

complementary perspective to the Random Forest 

predictions. 

A modular algorithm structure that allows easy 

integration of new features and medical parameters. 

An extensible data model that can accommodate 

additional medical indicators and prediction factors as 

medical science advances 

This algorithmic framework ensures accurate heart 

disease prediction while maintaining system efficiency, 

security, and user-friendliness. The combination of these 

algorithms creates a robust medical support system that 

aids in early heart disease detection and patient care 

management. 
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7. IMPLEMENTATION AND RESULT: 

 

 
 

Fig : Patient Details and Image upload 

 

 
 

Fig : Prediction and Recommend 

 

 
 

Fig : Book Appointment 

 

 

 

8. CONCLUSION 

 

     The Heart Disease Prediction System successfully 

demonstrates its effectiveness as a comprehensive 

healthcare solution that bridges the gap between 

preventive care and medical intervention through 

advanced machine learning techniques. The system's 

implementation proves particularly valuable in 

addressing the critical need for early heart disease 

detection, making it accessible to the common population 

who might otherwise find traditional cardiac screening 

procedures cost-prohibitive. Through its integration of 

Gradient Boosting Classification algorithms and 

extensive medical parameters, the system achieves 

reliable prediction accuracy while maintaining user-

friendly accessibility, demonstrating that complex 

medical predictions can be effectively delivered through 

a simplified interface.  

The platform's success in connecting patients with 

healthcare providers through automated appointment 

systems and location-based doctor matching validates its 

practical utility in the healthcare ecosystem. The 

incorporation of CT scan image storage, medication 

recommendations, and automated notification systems 

further establishes its role as a complete healthcare 

management solution rather than just a prediction tool. 

The system's ability to maintain detailed patient records, 

track prediction histories, and export data in various 

formats proves its value not only for individual patient 

care but also for broader healthcare analytics and research 

purposes. 
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