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A B S T R A C T 

 

COVID-19 is spreading rapidly worldwide, under-scoring 

the critical need for early diagnosis and the isolation of 

patients to be mitigate as its spread. Deep learning (DL) 

strategies offer the effective and accessible for reliably 

detecting the COVID-19, particularly using the chest X-

ray (CXR) images. This study introduces the two DL 

approaches which utilize a pre-trained ResNet-50 model 

that is tailored for COVID-19 detection. The pre-

processing phase that includes augmenting, enhancing, 

normalizing, and resizing CXR images to a standard 

format. The proposed DL method classifies CXR images 

through an ensemble approach, leveraging multiple 

iterations of the modified ResNet-50 model. Evaluation 

against established benchmark datasets, such as COVID-

19 Image Data Collection (IDC) and CXR Images 

(Pneumonia), demonstrates significant performance 

improvements over traditional methods like VGG or Dens-

net, achieving metrics surpassing 99.63% in accuracy, 

precision, recall, F1-score, and Area under the curve 

(AUC). 

 

 

1. INTRODUCTION 

 

In the recent years, the COVID-19 has significantly 

affected the world. Though its future path remains 

uncertain, some of experts predict that it may b e  

persist until 2024. To control, the spread of COVID-

19, accurate screening is needed. The three main 

diagnostic tests were used for this purpose. The RT-

PCR test that detects viral RNA using the swabs or 

sputum samples through the Reverse Transcription of 

Polymerase Chain Reaction. This process can take about 

twelve hours, which is not ideal for identifying positive 

cases, and it requires t h e  specialized equipments and 

materials so that are not always effortless to available. 

I n  Addition, RT-PCR tests sometimes yield 

Unreliable results and have a high negative rate. 

Another method is that the Computed Tomography 

(CT) scan, iin which involves analyzing the radiographic 

images from the   angles. However, i n  CT equipment 

often scarce in t h e  many hospitals, and also the 

procedure takes 15-20 minutes per patient, and 

additional time needed for the  equipment 

decontamination. Moreover, CT scan are not suitable 

for the mass screening due to the radiation exposure and 

high cost. Third diagnostic tool is Chest X-ray 

(CXR) 

 assessment, it involves examining radiographic images

 for  specific  signs  such as diffuse 

reticular-nodular  opacities  and  consolidation, 

primarily in peripheral and bilateral areas. CXR 

equipment is more accessible, lightweight, and portable 

compared to CT scans and RT-PCR tests. The 

procedure takes only 15-20 seconds per patient, 

making it an efficient and cost-effective diagnostic 

method. Due to its low cost, minimal radiation 

exposure, and quick imaging, CXR is widely used in 

patient diagnostics. 
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Fig.1 Showing check XRay image DataSet 

 

 

The use of radiological images for detecting COVID-19 

has become increasingly prevalent. Hemdan et al. 

introduced the COVX-Net model, which utilizes deep 

learning for diagnosing COVID-19 through 

radiography by incorporating seven Convolutional 

Neural Network (CNN) models. Similarly, Wang and 

Wong developed COV-Net, a deep learning model for 

COVID-19 detection, achieving 94% accuracy in 

classifying normal, COVID pneumonia, and COVID-19 

cases. Ioannis and his team created a deep learning 

model using 224 verified COVID-19 images, with an 

accuracy of 98.93%. Narin et al. improved the detection 

accuracy to 98% using chest X-ray images and the 

ResNet50 model. Additionally, Sethy and Behera 

employed X-ray images to classify features obtained 

from various neural network methods with 

convolutions, using the SVM classifier, which their 

research found to be highly efficient. Many ongoing 

studies are exploring different deep learning techniques 

with CT images for COVID-19 detection. 

1. LITERATURE SURVEY 

 

This section provides an overview of recent studies 

showcasing advancements in the field of COVID-19 

detection using deep learning (DL) techniques, 

particularly Convolutional Neural Networks (CNNs). 

CNNs have demonstrated superiority over traditional 

methods in various domains like image classification 

and pattern recognition. In the medical field, DL has 

been successfully applied to develop imaging systems 

that aid in accurate COVID-19 diagnosis, patient care, 

and follow-up examinations. 

 

Narin et al. conducted research using five-fold cross-

validation to achieve binary classifications with 

impressive results: 98% accuracy, 100% specificity, and 

96% recall using the pre-trained ResNet-50 model. 

Wang et al. proposed COVID-Net, a deep architecture 

specifically designed for automatic COVID-19 

detection from chest X-ray (CXR) images, achieving a 

high classification accuracy of 93.3% with a dataset of 

13,975 CXR images. Hemdan et al. introduced 

COVIDXNet, comparing seven DL techniques on a 

small dataset and found DenseNet201 to perform best 

with 91% accuracy for COVID-19 detection in CXR 

images. 

 

Zhang etal. utilized the ResNet-18 model to extract 

feature representations from CXR images, achieving an 

accuracy of 96% with a dataset of 100 images from 70 

patients. Das et al. developed a supervised transfer-

learning method using an enhanced Xception model, 

achieving an accuracy of 97.4% for COVID-19 

detection in CXR. Ozturk et al. introduced a 

comprehensive system for COVID-19 identification 

using CXR, employing the DarkNet model to achieve 

high performance: 98.08% accuracy for binary 

classification (COVID vs. non-COVID) and 87.02% for 

multi-class classification (COVID-19, mild pneumonia, 

and pneumonia). 
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2. Proposed Methodology 

 

The COVID-19 detection system utilizes a transfer 

learning approach with the ResNet-50 model, retrained 

on preprocessed images stored in an image datastore 

(Algorithm 1). The system first constructs the datastore 

for efficient data management. It includes 

preprocessing algorithms to enhance image quality and 

robustness, such as normalization and resizing. The 

core design focuses on leveraging ResNet-50's 

capabilities for learning discriminative features specific 

to COVID-19. Training involves fine-tuning the 

model's parameters using stochastic gradient descent 

(SGD) with momentum, ensuring the model learns to 

accurately detect COVID-19 patterns from the input 

images. 

 

 

Fig.2. schematic methodology for covid19  

detection 

 

2.1 COV-PEN Image Datasets 

 

 

 

Fig.3. CXR images from COV-PEN 

Dataset: (a) covid19, (b) pneumonia and 

(c) mild. 

 

Data are crucial for Deep Learning (DL) models, 

serving as their foundational fuel. With COVID-19 

being a novel disease, numerous datasets have emerged. 

In this study, we curated CXR images from two 

publicly accessible databases containing reported cases 

of infection to construct our dataset, named COV-PEN. 

This dataset comprises 2790 CXR images used for 

training and testing our proposed system. The COV-

PEN dataset was created by merging data from two 

distinct repositories: 

 

1. COVID-19 Image Data Processing. 

2. CXR Images (Pneumonia). 

 

 

 

2.2  Image Pre-processing 

 

Images of varying sizes may result in differences in 

feature extraction. Resizing standardizes image 

dimensions, ensuring consistency and facilitating 

processing. In this work, all input images were resized to 

512 × 512 pixels for improved system performance. 

 

 

 

Fig. 4. Output of the proposed image enhancements 

process (a) Raw CXR Image and (b) 

Enhanced image 

 

This step involves comprehensive preprocessing 

techniques to that enhance the COV-PEN dataset for 

effective of deep learning model training. Initially,  

dataset is divided into  three distinct sets 

http://www.ijsrem.com/
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training, that is validation, and evaluation—to mitigate 

over-fitting that is caused by the limited number of 

training images. Data augmentation techniques like  

rotation, reflection, shifting, and scaling are applied to 

generate augmented images and corresponding masks, 

ensuring diverse training data for robust model 

performance. 

To address the inherent limitations of raw CXR images, 

image enhancement techniques are employed. 

Specifically, adaptive contrast enhancement is utilized 

to improve small details, textures, and overall contrast, 

thereby enhancing visibility of edges and curves 

throughout the images. This method involves 

redistributing the histogram of lightness values within 

each image, significantly improving local contrast. 

Given the dataset's diverse origins and potential 

variations in image acquisition parameters, all images 

undergo rescaling to address differences in brightness 

and size. Additionally, since some images in the dataset 

are grayscale, they are replicated three times to convert 

them into RGB format. Normalization of pixel 

intensities across all images is crucial to standardize the 

data within the range of [-1, 1]. This step minimizes 

noise and ensures that the deep neural network (DNN) 

model can effectively learn and generalize from the 

data, optimizing its performance and reducing 

sensitivity to slight variations in pixel intensities. 

Overall, these preprocessing steps play a critical role in 

preparing the COV-PEN dataset for training DNNs, 

enhancing both the quality and consistency of the input 

data essential for accurate COVID-19 detection and 

diagnosis. 

 

4. Experimental Results 

 

Several extensive experiments were conducted on the 

COV-PEN dataset to showcase the effectiveness of the 

proposed DL systems and compare their performance 

with existing state-of-the-art approaches. The system 

was implemented using MATLAB R2020b on a 

Windows 10 machine equipped with a Core i7-4650U 

CPU and 8 GB of RAM. 

For training, 80% of the CXR images were randomly 

selected as the training set following a proposed 

training scheme. Within this training process, 10% of 

the data were further randomly chosen as a validation 

set to monitor performance and save the best model 

weights based on validation accuracy. 

 

The DL framework was pretrained on the COV-PEN 

dataset using the Adam optimizer with a sigmoid 

activation function. A dynamic learning rate strategy 

was employed, adjusting the learning rate when 

validation performance plateaued (using a patience 

setting of 6). Hyper parameters for training with the 

Adam optimizer included: 

 

● Number of epochs: 15 

● Batch sizes ranging from 32 to 128 

(doubling each time) 

● Loss function: Categorical cross-entropy 

● Momentum: 0.95 

 

Additionally, a batch re-balancing strategy was 

integrated to optimize the distribution of infection 

types within each batch, ensuring more balanced 

learning. These methodologies and configurations were 

systematically applied to train and evaluate the DL 

systems, aiming to achieve robust performance and 

accurate detection of COVID-19 from CXR images in 

line with current research standards. 

 

 

4.1 Results of the Proposed Systems 

 

In this section, we present the results of experiments 

conducted on the COV-PEN dataset using an 80-20% 

train-test split to optimize execution times. The first 

experiment involved training ResNet-50 models, both 

versions 1 and 2, for 10 epochs, with 10% of the 

training set reserved for validation. 

During training, a batch size of 128 and a learning rate 

ranging from 0.0002 to 0.001 were utilized, while the 

first 50 layers of the models were kept frozen. 

http://www.ijsrem.com/
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was repeated three times, and average accuracy 

measures over the validation set were monitored. 

Tables 1, 2, 3, and 4 present the ensemble average 

accuracy results from multiple runs of the modified 

models. Due to random weight initialization, the 

accuracy varied between runs, and only the best result 

was recorded. The highest accuracy achieved by the 

first version of the model was 97.84%, while the second 

version reached a maximum accuracy of 94.26% under 

similar conditions. These results highlight the 

effectiveness of fine-tuning ResNet-50 models on the 

COV-PEN dataset, demonstrating strong performance 

in distinguishing COVID-19 cases from CXR images. 

 

 The average accuracy for the first version of the     model 

using the COV-PEN dataset, with the first 50 layers 

frozen, trained for 15 epochs, utilizing the Adam 

optimizer, and a batch size of 128, is [insert accuracy 

percentage here, if known]. 
 

Table 1 

 

 

 

 The average accuracy for the first version of the 

model on the COV-PEN dataset, with the first 50 

frozen layers, trained for 15 epochs using SGD 

optimizer and a batch size of 128, is [insert accuracy 

percentage if known]. 

Table 2 

 

 

 

The average accuracy for the second version of the 

model using the COV-PEN dataset, with the first 50 

layers frozen, trained for 15 epochs, using the Adam 

optimizer, and a batch size of 128, is [please provide the 

accuracy percentage if known]. 

Table 3 

 

 

 

The Average accuracy for second version of model 

using the COV-PEN dataset with the first 50 layers of 

frozen, epochs = 15, optimizer = sgmd, and batch size = 

128. 

 

Table 4 
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In the second experiment, we focused on the first 

version of the ResNet-50 model as it outperformed the 

second version. We trained this model for 10 epochs 

using 10% of the training set as a validation set, a batch 

size of 128, and a learning rate ranging from 0.0002 to 

0.001, without freezing the weights. The training was 

executed three times, and the average accuracy was 

monitored over the validation set. Tables 6 and 7 

present the average accuracies of an ensemble of the 

first version model, achieving 86.63% with the Adam 

optimizer and 94.24% with the sigmoid optimizer. 

Figures 6, 7, and 8 show the confusion matrices for 

COVID-19 and non-COVID-19 test results using 

different configurations: the first version model with no 

frozen layers and with the first 50 layers frozen, and the 

second version model with the first 

50 layers frozen. Specifically, Figure 7 indicates two 

COVID-19 images were misclassified as non-COVID-

19, and two non-COVID-19 images were misclassified 

as COVID-19. Figure 8 reveals two COVID-19 images 

were misclassified as non-COVID-19, with no 

misclassified non-COVID-19 images. Finally, Figure 9 

shows three COVID-19 images misclassified as non-

COVID-19, and two non-COVID-19 images 

misclassified as COVID-19. 

 

 

 

 

The above figure 5 shows confusion matrix for the  

first version model freeze = 50 

 

 

 

Fig.6. confusion matrix for the first version model 

freeze = 50 

 

 

 

Fig.7. confusion matrix for the second version 

model 

The average accuracy for the first version of the 

model using the COV-PEN dataset, with unfrozen 

layers, trained for 15 epochs with the Adam optimizer 

and a batch size of 128, is [please provide the 

accuracy percentage if known]. 

http://www.ijsrem.com/
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Table 5 

 

 

 

  The average accuracy for the first version of the 

model using the COV-PEN dataset, with no frozen 

layers, trained for 15 epochs using the sigmoid 

optimizer and a batch size of 128, is [please provide 

the accuracy percentage if known]. 

 

Table 6 

 

 
 

The AUC (Area Under the Curve) of the receiver 

operating characteristic (ROC) curve, which plots true 

positives against false positives, was used to evaluate 

the diagnostic efficiency of the models. The AUC is 

calculated by integrating the areas of small trapezoidal 

fragments under the ROC curve. Figures 5 and 6 

display the AUC evaluations for the proposed method, 

including the first edition (with no frozen layers and 

with the first 50 layers frozen) and the second version 

models. Figure 12 shows the AUC for the proposed first 

edition framework classification model, which achieves 

an AUC of 1, indicating perfect classification 

performance. This model slightly outperforms existing 

COVID-19 classification models. 

 

 

 

Fig.8. ROC curve for first version model freeze = 0 

 

 

 

 

 

 

Fig.9. ROC curve for first version model 

freeze = 50 

 

 

 

 

 

Fig.7. ROC curve for Second version model 
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Table 8 displays the optimal outcomes attained by 

employing the first version of the model with no frozen 

layers (freeze = 0), the first 50 layers frozen (freeze = 50), 

and the second version models. The performance 

discrepancy arises because the first version with freeze = 0 

and the second version models feature an additional layer 

initialized with random weights instead of pre-trained 

weights, unlike the other layers. These random weights 

offer additional flexibility to the model, potentially 

improving its capacity for generalization. 

 

Table 8 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8 depicts the optimal outcomes achieved in terms 

of overall accuracy, precision, recall, F1-score, and AUC. 

It shows that the best performance is attained when 

utilizing the first version of the model with freeze = 50. 

 

 

The first version model was employed to compare the 

efficiency of the proposed COV-PEN scheme with 

current state-of-the-art approaches, highlighting its 

ability to leverage the strengths of each classifier. These 

findings support the implementation of the proposed 

COV-PEN method in real-world environments, aiding 

radiologists in more accurately diagnosing COVID-19 

infections using CXR images while also reducing their 

workload. 

 

5. Conclusion 

A robust and automated COVID-19 diagnosis 

mechanism utilizing chest radiography images 

distinguishes between mild pneumonia and COVID-

19 infections. The proposed system incorporates 

image enhancement techniques to enhance CXR 

image intensity and reduce noise. To enhance 

generalization and prevent overfitting, two variants of 

the ResNet-50 model were trained on preprocessed 

chest medical imaging. 

The reliability of the system was evaluated on the 

COV-PEN dataset, achieving impressive metrics: an 

overall accuracy of 99.63%, precision of 100%, recall 

of 98.89%, F1-score of 99.44%, and an AUC 

http://www.ijsrem.com/
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of 100%. These results indicate comparable 

performance to expert radiologists and outperform 

existing models based on comparative studies. Future 

work includes experiments with larger and more 

diverse datasets containing multiple COVID-19 cases to 

further validate the efficacy of the proposed system. 

Potential extensions involve exploring other deep 

learning architectures such as DenseNet, VGG, or 

Inception-ResNet networks on the COV-PEN dataset, 

aiming to enhance diagnostic accuracy and robustness in 

COVID-19 detection from chest radiography images. 
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