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Abstract: In response to the urgent need for swift and accurate diagnosis of COVID-19 during the global 

pandemic, there has been a growing interest in leveraging advanced technology like deep learning for 

detection purposes. This project introduces a novel approach termed COVID19-ResCapsNet, which 

integrates deep neural networks with X-ray imaging data to predict the likelihood of COVID-19 onset in 

patients. The methodology comprises two key steps. Initially, features are extracted using an enhanced 

Residual feature extraction network, aimed at capturing crucial information from the X-ray images. 

Subsequently, multiple Capsule Networks are employed to discern between COVID-19 and non-COVID-

19 cases. This hybrid model is assessed using two separate datasets of chest X-ray images: Dataset-1 

containing 50 images and Dataset-2 containing 20 images. Remarkably, the proposed method achieves high 

classification accuracy rates of 0.9988 on Dataset-1 and 0.9933 on Dataset-2 for binary classification tasks. 

To validate its efficacy, the performance of the COVID19-ResCapsNet model is compared against various 

state-of-the-art pre-trained classification models. Additionally, the study investigates the impact of two 

crucial hyper parameters: optimizer selection and batch size. The findings underscore the effectiveness of 

the proposed COVID-19 detection model, suggesting its potential as a complementary tool in clinical 

settings for expedited and accurate diagnosis.    
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1. Introduction 

 

COVID-19, classified as a respiratory syndrome, 

spreads rapidly among humans through direct or 

indirect contact. It is characterized by a lengthy 

incubation period and can lead to various 

illnesses, as documented by multiple sources 

[1],[2]. According to the World Health 

Organization (WHO), common symptoms 

include cold, dry cough, and fever [3],[4]. 

Notably, a significant proportion of infected 

individuals, ranging from 40% to 50%, remain 

asymptomatic yet contagious [5],[6]. 

Transmission primarily occurs through 

respiratory droplets expelled during coughing or 

sneezing [7]. Given the absence of available 

drugs for prevention or treatment, early detection 

of infected individuals, followed by prompt 

quarantine and isolation measures, is essential 

for mitigating community transmission of 

COVID-19. Presently, the predominant 

diagnostic approach for COVID-19 involves 

real-time reverse transcriptase polymerase chain 

reaction (RT-PCR) [8]. This method typically 

employs nasopharyngeal swabs, oropharyngeal 

swabs, bronchoalveolar lavage fluid (BALF), 

and tracheal aspirates to isolate viral ribonucleic 

acid (RNA) from samples [9]. Despite its 

widespread use, RT-PCR testing is hampered by 

its time-consuming nature and high cost [10]. 

Moreover, it exhibits a lower detection rate and 

often necessitates stringent laboratory 

conditions, leading to delays in accurately 

diagnosing suspected cases [11].  

 

                
                     

                    Figure 1: Corona Virus 

 

 In contrast to RT-PCR, chest computed 

tomography (CT) scans and chest X-rays (CXRs) 

offer quicker and simpler alternatives for 

diagnosing COVID-19. They boast superior 

sensitivity in detecting the virus and are readily 

available for widespread screening of suspected 

patients. In this study, CXRs are preferred over CT 

scans due to their widespread availability and lower 

cost in healthcare facilities. Additionally, CXRs 

expose patients to lower levels of ionizing radiation 

compared to CT scans. Therefore, we focus on 

analyzing chest X-ray images of COVID-19 as they 

provide a feasible imaging modality. Leveraging 

deep learning-based computer-aided diagnostic 

(CAD) techniques can expedite the analysis 

process and enhance the accuracy of COVID-19 

detection. Thus, our objective is to develop an 

automated deep learning-based diagnostic method 

using chest X-ray images. The project introduces a 

novel network architecture, termed COVID19-

ResCapsNet, integrating residual and capsule 

modules to achieve this goal. 

 

CORONAVIRUS disease 2019 has been 

declared as a pandemic by the World Health 

Organization (WHO) a few months after its first 

appearance. It has infected more than 70 million 

people, caused a few million causalities, and has so 

far paralyzed mobility all around the world. The 

spreading rate of COVID-19 is so high that the 

number of cases is expected to be doubled every 

three days if the social distancing is not strictly 

observed to slow this accretion. Roughly around 

half of the COVID-19 positive patients also exhibit 

a comorbidity, making it difficult to differentiate 

COVID-19 from other lung disease. Automated 

and accurate COVID-19 diagnosis is critical for 

both saving lives and preventing its rapid spread in 

the community. Currently, reverse transcription-

polymerase chain reaction (RT-PCR) and 

computed tomography (CT) are the common 

diagnostic techniques used today. RT-PCR results 

are ready at the earliest 24 h for critical cases and 

generally take several days to conclude a decision. 

CT may be an alternative at initial presentation; 

however, it is expensive and not easily accessible. 

The most common tool that medical experts use for 

both diagnostic and monitoring the course of the 

disease is X-ray imaging. Compared to RT-PCR or 

CT test, having an X-ray image is an extremely low 

cost and a fast process, usually taking only a few 

seconds. Recently, WHO reported that even RT-

PCR may give false results in COVID-19 cases due 

to several reasons such as poor-quality specimen 

from the patient, inappropriate processing of the 

http://www.ijsrem.com/
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specimen, taking the specimen at an early or late 

stage of the disease. For this reason, X-ray 

imaging has a great potential to be an alternative 

technological tool to be used along with the other 

tests for an accurate diagnosis. A real-time reverse 

transcriptase-polymerase chain reaction (TR-

PCR) test is currently employed to detect COVID-

19 cases. However, the test faces a critical 

problem of detecting false negatives and false 

positives, achieving sensitivity as low as nearly 

60-70%. Moreover, the test process is labor-

intensive and time-consuming and takes a long 

time to produce reports. Therefore, it generates a 

need for using other diagnostic approaches such 

as clinical investigation, computed tomography 

(CT), or x-ray imaging for detecting COVID-19 

more quickly and effectively. 

 

    1.1 Problem statement 

 

The problem at hand is the need for rapid and 

accurate detection of COVID-19 cases in the 

context of the ongoing pandemic. Current 

diagnostic methods are available, but the analysis 

of medical imaging, specifying chest X-ray scans, 

has shown promise in identifying potential 

COVID-19 cases. To improve this process, our 

research aims to develop COVID19-ResCapsNet, 

a novel deep learning architecture that combines 

the strengths of residual networks (ResNets) and 

capsule networks (CapsNets) to enhance the 

detection of COVID-19 from chest X-ray scans.  

 

  2. Literature Survey 

 

The literature survey examines prior work in the 

field, focusing on addressing challenges inherent 

in the current system. It aims to equip users with 

a comprehensive understanding of these 

challenges and how to effectively address them. 

When contrasted with RT-PCR methods, both 

chest X-ray and CT scan images emerge as 

notably more effective and convenient. 

Furthermore, these images facilitate the diagnosis 

of the location and morphology of lung 

inflammation, making them indispensable tools in 

the detection of COVID-19. Numerous studies 

have demonstrated the accuracy and precision of 

diagnoses achieved through the analysis of these 

medical images. Recent advancements in CAD 

techniques, particularly those based on deep 

learning, have demonstrated remarkable 

capabilities in identifying various disorders in chest 

radiographs, rivaling the accuracy of expert 

radiologists. These techniques, notably those 

employing convolutional neural networks (CNNs) 

[12], leverage unstructured data as input and aim to 

extract more meaningful features, thereby 

producing more precise results compared to 

traditional diagnostic methods. 

 

Presently, CNN-based methods are 

extensively used to classify and evaluate chest X-

ray (CXR) images or chest CT scans for COVID-

19 detection, recognized as one of the most 

effective approaches [13]. These methods typically 

fall into two categories: utilizing medical imaging 

technologies like CT scans and CXRs, or 

employing RT-PCR technology for COVID-19 

detection. Compared to RT-PCR methods, CXR 

and CT scan images offer greater efficiency and 

convenience, besides enabling the diagnosis of 

lung inflammation location and shape. 

Consequently, chest X-ray images and CT scans 

are predominantly employed in COVID-19 disease 

detection, with numerous studies reporting precise 

results using these medical images. 

 

For instance, Wang et al. [14] proposed an 

Inception model, a deep convolutional-based 

neural network, which utilized patients' chest CT 

scan images for rapid COVID-19 detection, 

achieving 85% accuracy. Song et al. [15] 

introduced DRE-Net, a deep learning-based 

diagnosis network, achieving 86% sensitivity and 

94% specificity on CT scan samples. Transfer 

learning on pre-trained CNNs was employed by 

Wang et al. [16] to categorize CXRs, achieving 

93.3% accuracy. Nigam et al. [17] designed a 

COVID-19 diagnostic system using deep learning 

frameworks, achieving 93.48% accuracy in 

classifying COVID-19 positive, pneumonia, and 

normal cases. Afshar et al. [18] proposed COVID-

CAPS network for COVID-19 detection with CXR 

images, achieving 95.7% accuracy in classification 

tasks. Furthermore, Apostolopoulos et al. [19] J. 

Lujan-Garcia et al. [20] and others have also 

reported significant accuracies ranging from 84% 

to 96.78% using CNN-based methods on CXR 

image datasets.  

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
               Volume: 08 Issue: 06 | June - 2024                                  SJIF Rating: 8.448                                    ISSN: 2582-3930               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM35489                      |        Page 4 

 

Despite these achievements, challenges 

persist. Some models face difficulties in 

parameter optimization, while others suffer from 

low accuracy or lack pre-processing for medical 

image datasets. To address these challenges, 

researchers are exploring lightweight residual 

network models, considering the limitations of 

common CNNs and the benefits of Capsule 

Networks (CapsNets) in capturing spatial 

information and reducing model complexity. 

CapsNets have shown promise in medical image 

processing, particularly in pneumonia detection. 

For instance, the COVID-FACT model utilizes 

CapsNets for COVID-19 detection, incorporating 

dynamic routing to identify spatial relations. 

However, it relies on radiologists to detect 

anomalies, leading to lower accuracy and 

inconvenience in application. To overcome this, 

COVID-CAPS was proposed, achieving an 

accuracy of 98.3% by leveraging CapsNets 

advantages in reduced parameter count and faster 

labeling processes. Nonetheless, training 

CapsNets often requires large datasets with 

uniform image sizes, necessitating significant 

time and hardware resources for preprocessing.  

 

In conclusion, our exploration into the realm of 

COVID-19 and its implications for respiratory 

health, particularly through the lens of 

RESCPAS-NET, sheds light on the pressing need 

for innovative approaches in disease detection and 

management. As we navigate the complexities of 

this global pandemic, the development of novel 

technologies like RESCAPS-NET offers 

promising avenues for enhancing diagnostic 

accuracy and ultimately improving patient 

outcomes. However, while strides have been 

made, there remains much to uncover and refine 

in our understanding of COVID-19’s impact on 

the respiratory system. Moving forward, 

continued collaboration, rigorous research, and 

technological innovation will be essential in 

addressing the challenges posed by COVID-19 

and safeguarding public health worldwide. 

 

 

 

 

 

3. COVID19 OF RESIDUAL CAPSULE 

NETWORK 

 

A. THE COVID19-ResCapsNet MODEL 

 

The framework diagram of our proposed COVID-

19 ResCapsNet, presented in Fig. 1, comprises two 

main components. The first component is the 

residual feature extraction model (RFEM), 

responsible for extracting in-depth feature 

information from chest X-ray images, including 

texture features. Utilizing the residual structure, 

RFEM maintains the original shortcut connection 

while employing small convolution operations and 

identity mapping techniques to extract spatial 

features at varying depths for fusion. The second 

component, the capsule model (CM), primarily 

focuses on classifying chest X-ray images and 

identifying COVID-19 infection. The CM utilizes 

the Primary Capsule to transform scalar neurons 

into vector neurons and selectively triggers the 

advanced capsules within the Primary and Digital 

Capsule layers. Consequently, the recognition 

results of the Digital Capsules layer are attained. 

 

 

         Figure 2: Structure of the proposed framework 

 

This innovative framework efficiently and 

accurately identifies COVID19 cases and 

localizes infected areas within lung CT images. 

It also enhances the diagnostic precision, 

distinguishing COVID-19 and non-COVID-19 

cases, ultimately facilitating timely and accurate 

disease identification. 
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 B. RESIDUAL FEATURE EXTRACTION 

MODEL 

 

1) Structure of RFEM 

 

To enhance model performance while 

maintaining complexity, we employ residual 

learning to concatenate input and output. This 

approach allows for the preservation of more 

low-resolution features in the feature maps 

generated by higher layers, thus improving 

detection sensitivity. This study introduces the 

integration of the residual structure [25] into 

CapsNets [30], addressing issues such as loss of 

depth features or insufficient feature extraction. 

 

The architecture of RFEM, depicted in Fig. 

1(a), comprises three interconnected multi-

scale channel attention Res2 blocks. Initially, 

the input image X undergoes processing with a 

3 × 3 convolution (Conv3 × 3) and zero-padding 

operation.  

 

Subsequently, the results pass through the 

BN layer and activation layer using the ReLU 

function sequentially to obtain the shallow 

feature map X0, maintaining the same size as X. 

Finally, X0 is input into three cascaded MSCA-

Res2Bs to generate feature maps X1, X2, and 

X3, respectively. The mathematical expression 

for the shallow feature map X0 is represented 

by the following equation: 

            

      Xo=f ReLU (f BN (Conv3x3 (X)))              (1)    

 

Here, Conv3×3 (·) denotes the 3×3 convolution 

operation, fBN (·) signifies batch normalization 

operation, and fReLU (·) denotes the activation 

operation. 

 

2) Structure of MSCA-Res2B 

 

The REB block's structure, illustrated in Fig. 2(c) 

involves processing the shallow feature map X0 

through successive Res2Net and MSCA blocks. 

Subsequently, an 'Add' operation combines the 

output of the MSCA block with X0. In our 

Res2Net implementation, we utilize split and 

concatenation strategies to enhance the receptive 

field size of the output feature, enabling the 

extraction of diverse global and local features at a 

fine-grained level across different scales. The 

MSCA block facilitates multi-channel attention 

fusion by altering the spatial set sizes.  

 

To maintain model lightweightness and 

parameter reduction, this study incorporates local 

context information into the global context 

attention module. Additionally, PWConv serves as 

the local channel context information aggregator, 

leveraging spatial locations for point-by-point 

interaction. 

 

 

3) Structure of Res2Net Block 

In traditional convolutional feature 

transformation, the size of receptive fields is 

determined by the predefined convolution kernel 

size at each spatial position. This limitation 

hampers the network's ability to extract features 

effectively. To address this issue, we introduce 

the Res2Net block depicted in Fig. 2(a) to enlarge 

receptive fields and retain a broader range of 

features across various scales while minimizing 

parameter usage. 

 

Figure 3. The architecture of the proposed 

Residual Extraction Blocks 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
               Volume: 08 Issue: 06 | June - 2024                                  SJIF Rating: 8.448                                    ISSN: 2582-3930               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM35489                      |        Page 6 

Initially, the input feature map X0 undergoes a 

1 × 1 convolution layer instead of the original 3 

× 3 convolution layer to capture both global and 

local contextual information from images. 

Subsequently, we evenly divide the resulting 

feature maps into m subsets, denoted as xi 

(where i = 1, 2, . . ., m), each possessing the 

same size. For all subsets except the first (x1), a 

corresponding 3 × 3 convolution operation, 

represented as fi, is applied. The output of the 

convolution layer fi is designated as yi. We then 

combine each subset xi with the output feature 

map of the preceding convolution layer, fi−1, 

and feed the sum into fi to obtain yi. 

Consequently, yi is computed as follows: 

    yi = {xi                   if i = 1 

            fi(xi)                 if i = 2                            (2) 

            fi (xi + yi−1)          if 2 < i ≤ m} 

Finally, for optimal fusion of information across 

different scales, all split subsets are concatenated 

and processed through a 1 × 1 convolution layer. 

4) Structure of MSCA Block 

The SENet module, as outlined in [36], focuses 

solely on extracting features of the same scale, 

relying on a consistent weight distribution. 

However, its reliance on global attention 

channels can lead to overlooking features of 

smaller targets. To address this limitation, this 

paper proposes a feature extraction method that 

considers two different scales. To maintain the 

lightweight nature of the MSCA block, we 

introduce PWConv as the local channel context 

information aggregator, which is integrated into 

the attention feature extractor. The structure of 

the MSCA block is depicted in Fig. 3(b), where 

two branches represent the global and local 

attention feature channels, respectively. 

The extraction of local attention features can be 

expressed as follows: 

       

L(Y)=fBN(fPWConv2(fBN(fPWConv1(Y))))                                                                              

(3)     

Here, fPWConv denotes the 1×1 PWConv 

operation, which reduces the input feature's 

channel to 1/r of the original, with the resulting 

feature maintaining the original shape. r represents 

the scaling ratio. Other symbols correspond to 

Equ.1. 

Additionally, our proposed method for extracting 

global attention features resembles SENet. 

However, to reduce computational costs, we 

substitute two original fully connected layers with 

PWConv. The global feature extraction process is 

represented as: 

G(Y)=fBN(fPWConv2(fReLU(fBN(fPWConv1

(fGAP(Y))))))                                                      (4)                                              

Here, GAP refers to global average pooling. 

Consequently, given the global attention feature 

G(Y)  and local attention feature  L(Y) , the 

resulting feature Y'  can be obtained through the 

MSCA block: 

Y ′ = Y ⊗ MSCA(Y ) = Y ⊗ f sigmoid (L(Y ) 

⊕ G(Y ))                                                                   (5) 

Here, MSCA(Y) represents the attention weights, 

⊕ denotes broadcasting addition, and ⊕ 

signifies element-wise multiplication. 

C. CAPSULE NETWORKS 

The Capsule Network approach replaces 

conventional neurons in CNNs with capsules, 

each representing a distinct image instance at a 

specific location. Capsules offer advantages over 

CNNs by encoding not only the probability of 

existence but also various characteristics like 

hue, texture, position, size, and direction, thereby 

enhancing classification and diagnosis 

performance. 

Capsule Networks employ the "Protocol Routing 

Mechanism" to capture spatial information 

dynamically, determining the actual output of 

each capsule. Similar to conventional CNN 

modules, each capsule, equipped with 

corresponding instantiation parameters, predicts 

the output of the subsequent capsule layer. 

http://www.ijsrem.com/
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Our proposed COVID19-ResCapsNet 

incorporates the Capsule part, as depicted in 

Fig. 2(b), within its architecture. This Capsule 

section comprises one convolutional layer, one 

batch-normalized layer, and three Capsule 

layers. The input to our COVID-Capsule  

Networks consists of X-ray images processed 

by our residual feature extraction model. The 

initial layer involves a convolutional operation 

followed by batch normalization and ReLU 

activation. Subsequently, three Capsule layers 

facilitate the routing by agreement process. The 

final Capsule layer contains instantiation 

parameters        for two classes: positive and 

negative, indicating COVID-19 diagnosis. The 

lengths of these two Capsules signify the 

probability of each class's presence. 

This paper introduces a novel network model 

based on the Capsule-Net framework tailored to 

handle small datasets effectively. 

  4. PROPOSED METHODOLOGY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
    

 We are implementing this project using 

following modules 

List of modules: 

1. Data Collection 

2. Data preprocessing 

3. Building and training RESNET-50, models 

4. Prediction of COVID 

5. Detection of Infected Area 

       Module Description: 

1. Data Collection: 

 

We are collecting the COVID chest X-ray image 

dataset from kaggle.com. Our dataset Contains 

two types of classes COVID sever or COVID non-

sever. Each class contains 1100 images. 

 

2. Data Preprocessing: 

 

The collected dataset images will be in different 

size so we need to change into the fixed size to 

given the input to the training model so we are 

using the open cv resize function to change into 

fixed size of 224x244. 

 

Preprocessing of the Chest X-Ray Scan images: 

Image Resizing and Rescaling: Resizing and 

rescaling images can be a helpful preprocessing 

step in various applications, including those 

related to COVID-19 research or any other image-

based analysis. The techniques employed are:   

1. Load Images: Import libraries like OpenCV or 

PIL to load the images into your Python 

environment. 

2. Resize Images: Use the resize function from the 

chosen library to resize the images to a standard 

size. Specify the desired dimensions for resizing. 

3. Rescale Pixel Values: Determine the range to 

which you want to rescale the pixel values. This 

could be 0 to 1 or -1 to 1, depending on your 

preference and the requirements of your model. 

4. Normalize Pixel Values: Calculate the mean 

and standard deviation of the pixel values across 

all images. Then, subtract the mean from each 

pixel value and divide by the standard deviation. 

This step helps in standardizing the pixel values 

and improving convergence during training.       

 Training Phase 

 

 

 

 

 

 

Extract 

Features 

Train 

ResCapsNet  

Preprocess 

 

Result 

Covid-

19 or 

Non 

Covid-

19 

 

COVID19

-X-Ray 

Dataset 

 

X-ray 
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Predi

ction 
Performance 

Graph 

 

Testing Phase 
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Pseudocode for Image Resizing and 

Rescaling 

Function_resize_and_rescale_image(image, 

new_size):  

import image_processing_library as img_lib 

resized_image= img_lib.resize(image, 

new_size) 

rescaled_image=img_lib.rescale(resized_imag

e) 

return rescaled_image 

3. Building And Training of RESNET50 : 

Resnet Architecture: The proposed deep 

RESNET-50network will be trained on the 

processed dataset. RESNET-50 is used 

especially in multiclass classification. It is a 

special kind of Recurrent Neural Networks 

(RNN) that could learn long-term 

dependencies.  

Import pretrained ResNet model specifying 

desired variant (e.g., ResNet50) using 

TensorFlow or PyTorch. Access last 

convolutional layer and remove fully connected 

layers to exclude original classifier.Define new 

layers for COVID-19 detection, typically 

involving fully connected layers followed by 

sigmoid output. Train model using 

preprocessed images and corresponding labels 

(0 for COVID positive, 1 for non-COVID) with 

specified epochs and batch size.Evaluate model 

performance on separate validation set, 

monitoring metrics like accuracy, precision. 

     Pseudocode for a  ResNet architecture 

●  Procedure Building and Training() 

● Input: Image features 

● Output: Pre-trained model 

● Begin: 

● Step1: Read   features. 

● Step2:  Build the RESNET-50 model 

● Step3: Split data into train and test 

● Step4: Train the data 

● Return pre-trained model 

● End 

4. Prediction of COVID severity: 

To classify COVID-19 and Non COVID-19 

patients:  

COVID-19 Classification with CNN: 

To distinguish between COVID-19 positive and 

non-COVID-19 cases, employ a ResNet 50 

architecture coupled with a Convolutional Neural 

Network (CNN). Evaluate the model's efficacy 

by assessing its performance on a separate test 

dataset. Metrics like accuracy and precision be 

utilized for this evaluation, providing insights 

into the model's ability to correctly classify 

images. 

This project proposed a deep RESNET-50 

technique to detect the COVID-19 severity from 

the input chest x-ray images using resnet. 

Performance results prove that the proposed 

scheme yielded the highest accuracy, over more 

than 98%, compared to the others in which the 

RESNET-50 is used as a single model without 

any combination. 

Pseudocode for COVID-19 Classification with 

RESNET-50 coupled with CNN: 

● Procedure Prediction() 

● Input: image 

● Output: COVID severity 

● Begin: 

http://www.ijsrem.com/
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● Step1: Read   frame. 

● Step2:  Load  RESNET-50  model 

● Step3: Preprocess the input frame 

● Step4: Predict the COVID-19 is there or 

not 

● Step5: Detect the infected region and 

predict the level of COVID-19 level and 

recommend the treatment. 
 

● End 

 

5. Detection of Infected Area: 

Guassian Blurring, Watershed Algorithm, 

Morphological Functions 

1.Gaussian Blurring: Gaussian blurring is a 

technique used to reduce noise and detail in an 

image by applying a Gaussian filter. The filter 

convolves the image with a Gaussian kernel, 

which assigns weights to neighboring pixels 

based on their distance from the center. 

Pseudocode for Gaussian Blurring 

function gaussian_blur(image, kernel_size, 

sigma): 

blurred_image = apply_gaussian_filter(image, 

kernel_size, sigma) 

return blurred_image 

2. Watershed Algorithm: 

The watershed algorithm is a segmentation 

technique used to identify and separate objects or 

regions in an image.It treats the pixel intensity 

values as topographic features and simulates a 

flooding process from local minima. 

Pseudocode for Watershed Algorithm 

function apply_markers(image): 

markers = detect_markers(image) 

return markers 

function watershed_algorithm(image, markers): 

segmented_image=apply_watershed(image,mark

ers 

return segmented_image 

3. Morphological Functions: 

Morphological functions are mathematical 

operations used for analyzing and processing 

geometric structures in images. Common 

morphological operations include dilation, 

erosion, opening, and closing. 

Pseudocode for Morphological Functions 

function dilation(image, kernel): 

dilated_image = apply_dilation(image, kernel) 

return dilated_image 

function erosion(image, kernel): 

eroded_image = apply_erosion(image, kernel) 

return eroded_image 

function opening(image, kernel): 

opened_image = erosion(image, kernel) 

opened_image = dilation(opened_image, kernel) 

 return opened_image 

function closing(image, kernel): 

 closed_image = dilation(image, kernel) 

 closed_image = erosion(closed_image, kernel) 
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 return closed_image 

5. Results and discussion 

 

GUI for Covid-19 Training and Prediction By   

using X-Ray images as Dataset 

 

 

A GUI for COVID-19 training and prediction   

utilizing X-ray images as a dataset offers an intuitive 

interface for users to train and predict COVID-19 

cases based on X-ray images. Users can upload X-ray 

datasets, select training parameters, and visualize 

training progress. After training, the GUI allows for 

real-time prediction of new X-ray images, providing 

rapid and accessible assistance in diagnosing 

COVID-19 cases. 

Process of Training the Dataset of Covid-19 

 

 
 

 Selecting Dataset for Covid-19 Prediction  
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       Result of Covid-19 Prediction  

       For Intermediate Level COVID-19 

 

 

 

 

For High Level COVID-19 
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      Levels of identifying the infected area 

        Input MRI image 

   

Feature Extraction 

 

  Result of watershed algorithm 

 

  Gray Image 
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  Enhance Image 

 

Gray Blur Image 

 

    Threshold Image 

 

Kernal Image 

 

     Segmented Image 

 

  Result Image 
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An effective and efficient COVID-19 detection 

system has been implemented, accurately 

identifying COVID-19 cases and localizing 

infected areas within lung CT images. COVID-19 

ResCapsNet system yields positive detection 

results for COVID-19 cases and negative detection 

results for non-COVID-19 cases, enhancing the 

precision and timeliness of diagnostics. It also 

provides the level of risk and recommends the 

medication to the Covid-19 patients. 

 

In the COVID-19 dataset, training loss and 

accuracy show a dynamic relationship. Initially, 

loss decreases as accuracy improves steadily, 

reflecting model learning. However, 

fluctuations may occur due to dataset variability 

or model complexity. Eventually, both metrics 

stabilize, indicating optimal model 

performance, crucial for reliable predictions in 

public health responses. 

6. Conclusion and future scope  

This paper would summarize the findings and 

effectiveness of the ResCapsNet model in 

detecting COVID-19. It would likely discuss the 

accuracy, sensitivity, limitations, potential future 

improvements, the significance of the finding for 

combating the pandemic and specificity of the 

model compared to existing methods. 

 

  As for future scope, it could include further 

refining the model with more data for enhanced 

accuracy, exploring its potential for real-time 

detection in healthcare settings, adapting it to 

detect new variants of the virus, and potentially 

integrating it into diagnostic tools or applications 

for wide spread use in communities. 
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