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Abstract— It is critical for credit card firms to be able to 

recognize fraudulent credit card transactions so that customers 

are not charged for products they did not purchase. Data 

Mining, in conjunction with Machine Learning, can be used to 

solve such difficulties. With Credit Card Fraud Detection, this 

project demonstrates the modelling of a data collection using 

machine learning. Modeling prior credit card transactions with 

data from those that turned out to be fraudulent is part of the 

Credit Card Fraud Detection Problem. 

The model is then used to determine whether or not a new 

transaction is fraudulent. Our goal is to detect 100 percent of 

fraudulent transactions while reducing the number of 

inaccurate fraud classifications. A classic example of 

classification is credit card fraud detection. We concentrated on 

analyzing and pre-processing data sets, as well as deploying 

numerous anomaly detection algorithms, during this process. 

 

I. INTRODUCTION 

A credit card is a handy card that carries identity 

information such as a signature or a photograph and 

permits the person listed on it to charge goods or services 

to his account, for which he will be invoiced on a regular 

basis. Today, automated teller machines (ATMs), store 

readers, banks, and online internet banking systems all 

read the information on the card. 

They have a one-of-a-kind card number, which is crucial. 

Its safety is dependent on both the physical security of the 

plastic card and the confidentiality of the credit card 

number. 

The quantity of credit card transactions is rapidly 

increasing, which has resulted in a significant increase in 

fraudulent activity. Theft and fraud performed with a 

credit card as a fraudulent source of funds in a transaction 

are referred to as credit card fraud. 

To handle this fraud detection problem, statistical 

methodologies and a variety of data mining algorithms 

are commonly used. Artificial intelligence, Meta learning, 

and pattern matching are used in the majority of credit 

card fraud detection systems. Genetic algorithms are 

evolutionary algorithms that try to find better solutions to 

fraud detection. The development of an efficient and 

secure electronic payment system to determine whether a 

transaction is fraudulent or not is given top priority. In 

this paper, we'll look at credit card fraud and how to 

detect it. A credit card fraud occurs when someone uses 

another person's card for their own personal usage 

without the owner's knowledge. 

 

When fraudsters use it in such instances, it is used until its 

entire usable limit is spent. As a result, we want a solution 

that reduces the overall available credit card limit, which is 

more vulnerable to fraud. Furthermore, as time passes, a 

Genetic algorithm creates better answers. The development 

of an efficient and secure electronic payment system for 

identifying fraud is given top priority. 

II. LITERATURE REVIEW 

Fraud is defined as an illegal or criminal deception intended 

to gain financial or personal gain. It is a purposeful act 

committed in violation of a law, rule, or policy with the 

intent of obtaining unlawful financial gain. 

Several literatures on anomaly or fraud detection in this 

domain have previously been published and are open to the 

public. Data mining applications, automated fraud detection, 

and adversarial detection are among the strategies used in 

this domain, according to a comprehensive survey 

undertaken by Clifton Phua and his colleagues. 

Unconventional techniques, such as hybrid data 

mining/complex network classification algorithm, have 

shown effective on medium-sized online transactions, based 

on network reconstruction algorithm that allows building 

representations of the divergence of one instance from a 

reference group. Fraud detection is a difficult undertaking, 

and no algorithm can accurately anticipate if a transaction is 

fraudulent. 

The following are characteristics of a good fraud detection 

system: 

• The frauds should be correctly identified. 

• Frauds should be detected quickly. 

• A genuine transaction should not be classified as 

fraud. 

 
III. PROBLEM IDENTIFICATION 

The aim of the project is to predict fraudulent credit card 

transactions using machine learning models. This is crucial from 

the bank’s as well as customer’s perspective. The banks cannot 

afford to lose their customers’ money to fraudsters. Every fraud 

is a loss to the bank as the bank is responsible for the fraud 
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transactions. 

 

The dataset contains transactions made over a period of two 

days in September 2013 by European credit cardholders. The 

dataset is highly unbalanced, the positive class (frauds) account 

for 0.172% of all transactions. We need to take care of the data 

imbalance while building the model and come up with the best 

model by trying various algorithms. 

 

 
 

 
 

IV. FUNCTIONALITY 

Several machine learning and deep learning techniques 

have been used for the purpose to detect and prevent 

credit card fraud, i.e., Logistic regression, Naïve Bayes, 

decision trees, SVM, and random forest. This paper 

surveys the machine learning techniques used for fraud 

detection techniques used in credit card transactions by 

classifying them into suitable categories. A 

comprehensive comparison of these techniques is also 

made based on accuracy, precision, recall, etc. In the end, 

comprehensive insights.  

The Classification algorithm is a Supervised Learning 

technique that is used to identify the category of new 

observations on the basis of training data. In 

Classification, a program learns from the given dataset or 

observations and then classifies new observation into a 

number of classes or groups such as Yes or No, 0 or 1, 

etc. Classes can be called as targets/labels or categories. 

Unlike regression, the output variable of Classification is 

a category, not a value. Since the Classification algorithm 

is a Supervised learning technique, hence it takes labelled 

input data, which means it contains input with the 

corresponding output. 

 

 

 

 

Classification Algorithms 

 

• Decision Tree Classifier 

Decision Tree is a supervised learning technique that may 

be used to solve both classification and regression problems, 

however it is most commonly employed to solve 

classification issues. 

Decision Trees are a type of Supervised Machine Learning 

where the data is continuously split according to a certain 

parameter. The tree can be explained by two entities, 

namely decision nodes and leaves. 

 

• Logistic Regression 

Logistic regression is a supervised learning technique that is 

used for predicting the categorical dependent variable using 

a given set of independent variables.  

Logistic regression predicts the output of a categorical 

dependent variable. Therefore, the outcome must be a 

categorical or discrete value. It can either Yes or No, 0 or 1, 

etc. But instead of giving exact value as 0 or 1, it gives the 

probabilistic values which lie between 0 and 1. 

 

• Random Forest Classifier 

Random forest is a supervised machine learning algorithm 

that is commonly used to solve classification and regression 

problems. It creates decision trees from various samples, 

using the majority vote for classification and the average for 

regression. One of the most essential characteristics of the 

Random Forest Algorithm is that it can handle data sets with 

both continuous and categorical variables, as in regression 

and classification. For classification difficulties, it produces 

superior results. 

 

• XGBoost Classifier 

XGBoost classifier is a supervised machine learning 

algorithm that is applied for structured and tabular data. 

Both types of algorithms fall under the supervised machine 

learning category. XGBoost is an implementation of 

gradient boosted decision trees designed for speed and 

performance. XGBoost is an extreme gradient boost 

algorithm. And that means it’s a big Machine learning 

algorithm with lots of parts. XGBoost works with large, 

complicated datasets. XGBoost is an ensemble modelling 

technique. 

 

 
 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
            Volume: 06 Issue: 12 | December - 2022                         Impact Factor: 7.185                     ISSN: 2582-3930                                                                                                                                               

 
 

© 2022, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM17196                             |        Page 3  

 
 

 
 

 
 

Some of our predictors appear to be related to the class 

variable, as can be shown. Despite this, there appear to be 

few substantial relationships for such a large number of 

variables. 

 

 
 

 
 

Distribution of classes with time :- We came to know that 

there is no significant relation of classes to time. 

 

 
 

Distribution of classes with amount and time :- We came 

to know that fraud is maximum for only lower amount 

whereas for higher amount fraud is very less. 
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Split & Train Model 

 

 
 

Confusion Matrices 

• DecisionTreeClassifier 

 

 
 

 
 

• Logistic Regression 
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• RandomForest Classifier 

 

 
 

 
 

• XGBoost Classifier 

 

 
 

 
 

BLOCK DIAGRAM & DESCRIPTION 
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V. RESULTS 

We checked for the accuracy scores after fitting out training 

data into the model and we received an accuracy of 99.95 

percent which is better that the accuracy received from other 

classification algorithms. 

 

Algorithms Accuracy Precision Sensitivity 

Decision Tree 

Classifier 

99.935% 84.946% 71.171% 

Logistic 

Regression 

99.877% 60.344% 63.063% 

Random Forest 99.932% 87.951% 65.765% 

XG Boost 

Classifier 

99.957% 96.551% 75.675% 

 

 

VI. CONCLUSION AND FUTURE 

SCOPE 

Without a question, credit card fraud is a form of criminal 

deception. This article outlined the most frequent types of 

fraud, as well as how to detect them, and examined recent 

research findings in the field. This paper also includes a 

detailed explanation of how machine learning can be used 

to improve fraud detection findings, as well as the 

algorithm, pseudocode, explanation, and experimentation 

results. While the method achieves a precision of over 

99.6%, when only a tenth of the data set is taken into 

account, it only achieves a precision of 28%. When the 

complete dataset is given into the system, however, the 

precision increases to 33%. Due to the massive 

imbalance, such a high percentage of accuracy is to be 

expected.                           
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