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Abstract: The rise of e-commerce and digital payment systems has been accompanied by an increase in financial 

fraud, especially involving credit cards. Ensuring the detection of fraudulent activities is crucial to protecting users' 

financial assets and preserving trust in online transactions. This study introduces a novel method for detecting credit 

card fraud by integrating machine learning (ML) techniques with a genetic algorithm (GA) for feature selection. 

Feature selection plays a vital role in improving fraud detection models by pinpointing the most relevant features 

linked to fraudulent transactions. The effectiveness of the proposed method is assessed using a dataset from European 

cardholders, a widely used benchmark in this research area. In terms of performance, the Isolation Forest Algorithm 

exhibits slightly higher accuracy compared to the Local Outlier Factor (LOF) Algorithm. Consequently, based on 

accuracy alone, the Isolation Forest Algorithm is deemed more effective for this specific dataset. 
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1. Introduction 

In recent years, the exponential growth of the internet has led to increased usage of services like e- commerce, tap-

and-pay systems, and online bill payment systems. However, this surge in online transactions has also resulted in a 

corresponding increase in fraudulent activities targeting credit card transactions. While measures such as credit card 

data encryption and tokenization are implemented to safeguard transactions, they are not foolproof against fraud. 

Machine Learning (ML), a subset of Artificial Intelligence (AI), offers a promising approach for credit card fraud 

detection. ML enables computers to learn from past data and improve their predictive capabilities without explicit 

programming. Given that credit card fraud ranks among the most prevalent forms of fraudulent activities, with 

numerous data breaches reported, there isa critical need for effective fraud detection methods. 

However, applying ML techniques to credit card fraud detection faces challenges, primarily due to the confidentiality 

of transaction data. Datasets used for developing ML models often contain anonymized attributes, making it 

challenging to reproduce published works. 

Additionally, the dynamic natureand patterns of fraudulent transactions pose further obstacles. Existing ML models 

often struggle with low detection accuracy and the highly skewed nature of fraud datasets, highlighting the need for 

improved models. 
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2. Review of Literature 

Sr.No Title Observation 

1 

Fraud Detection Using 

Decision Trees and 

Algorithms 

Prajal Save et al. proposed a model integrating decision trees with 

Luhn's and Hunt's algorithms for fraud detection. Luhn's algorithm 

was utilized for credit card number validation, while Address 

Mismatch and Degrees of Outlierness were evaluated for transaction 

deviations. Bayes Theorem was employed to adjust the belief in 

fraudulence. 

2 

Counterfeit Transaction 

Detection with Machine 

Learning 

Vimala Devi. J et al. presented three machine learning algorithms 

(SVM, Random Forest, Decision Tree) for counterfeit transaction 

detection, evaluated using both prevalence-dependent and 

prevalence-independent metrics. 

3 
Supervised Algorithms 

for Fraud Detection 

Popat and Chaudhary introduced various supervised algorithms (e.g., 

Deep Learning, Logistic Regression, Naive Bayesian, SVM, Neural 

Network) for fraud detection, comparing their performance. 

4 

Behavioral 

Characteristics Modeling 

for Fraud Detection 

Shiyang Xuan et al. utilized Random Forest classifiers to model the 

behavioral characteristics of credit card transactions, assessing 

effectiveness using performance measures. 

5 
Sliding-Window Method 

for Transaction Analysis 

Dornadula and Geetha S. employed the Sliding-Window method to 

group transactions and extract features for customer behavioral 

pattern analysis. 

6 

Evaluation of Supervised 

and Unsupervised 

Algorithms 

Sangeeta Mittal et al. evaluated popular supervised and unsupervised 

machine learning algorithms, concluding that unsupervised 

algorithms handle dataset skewness better. 

7 
Multifaceted Approach 

to Fraud Detection 

Deepa and Akila utilized various algorithms (e.g., Anomaly 

Detection, K-Nearest Neighbor, Random Forest) for fraud detection, 

selecting the most appropriate ones based on scenarios. 

Table 1: Review of literature 

 

3. Methodology 

3.1 Data Set 

The file "creditcard.csv" likely contains data related to credit card transactions. 

• Time: This column records the time elapsed since a specific reference point or the first transaction in the 

dataset. It's usually measured in seconds or another time unit and helps in analyzing transaction patterns over 

time. 

• Time V1-V28: These columns consist of anonymized numerical features derived from transaction data. They 

are transformed to protect sensitive information while still providing relevant data for analysis. These 

features could represent various transaction attributes such as amount, location, type, etc. 

• Amount: This column indicates the monetary value of each transaction, providing insight into the transaction 

amounts involved. 
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• Class: The "Class" column is crucial for fraud detection datasets. It contains binary labels indicating whether 

a transaction is fraudulent (1) or legitimate (0). This column serves as the target variable for supervised 

learning models, where the goal is to predict whether a transaction is fraudulent based on its features. 

Credit card datasets are commonly used for fraud detection purposes, where machine learning algorithms are trained 

on historical transaction data to identify patterns associated with fraudulent activities. By analyzing the features such 

as transaction time, amount, and anonymized attributes, these algorithms aim to accurately classify transactions as 

either legitimate or fraudulent, thus aiding in the prevention and detection of fraudulent activities. 

3.2 Using machine learning algorithms: 

• Isolation Forest Algorithm: The Isolation Forest Algorithm operates by constructing isolation trees, which 

are essentially random decision trees, to isolate anomalies within the dataset.. 

• Local Outlier Factor (LOF) Algorithm: The Local Outlier Factor (LOF) Algorithm computes the local 

density deviation of each data point relative to its neigh boring points. 

• Model with experiment result : Using pandas library to count the occurrences of each class in a dataset, 

particularly focusing on the 'Class' column. It then visualizes the distribution of these classes using a bar plot 

with matplotlib. A bar plot showing the distribution of the two classes ('Normal' and 'Fraud') in the dataset, 

helping to visualize the class imbalance if any 

 

Fig 1: Transaction Class Distribution 

This snippet creates a figure with two subplots (ax1 and ax2) stacked vertically, each representing the distribution of 

transaction amounts for the 'Fraud' and 'Normal' classes, respectively. 
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                                            Fig 2: Amount per transaction by class 

This snippet creates a figure with two subplots (ax1 and ax2) stacked vertically, each representing a scatter plot of 

transaction time versus transaction amount for the 'Fraud' and 'Normal' classes, respectively. Fig 3: Number of Fraud 

and Normal Detection 

Fig 3: Number of Fraud and Normal Detection 

This graph segment generates a heatmap that visually represents the correlations between different features in the 

dataset data1. Positive correlations are represented by lighter colors (closer to yellow), while negative correlations 

are represented by darker colors (closer to green). The numerical values of the correlations are also displayed on the 

heatmap for reference. 
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 Fig 4: Heatmap Representation of Data 

This snippet performs model fitting, prediction, error calculation, and evaluation for each  anomaly detection 

classifier in the dictionary, providing insights into their performance on the  credit card transaction dataset. 

 

Here is the performance of each anomaly detection classifier presented in a table format: 

Model Errors 
Accuracy 

Score 

Precision 

(Fraud) 

Recall 

(Fraud) 

F1-Score 

(Fraud) 

Support (Fraud) 

Isolation Forest    3  0.9985   0.60   0.75   0.67   4 

Local Outlier 

Factor 
   9  0.9955   0.00   0.00   0.00   4 

Support Vector 

Machine 
  863  0.5663   0.00   1.00   0.01   4 

                                 Table 2: Performance of each Anomaly Detection Classifier 
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This table summarizes the errors, accuracy scores, precision, recall, F1-score, and support for each class (fraudulent 

transactions) for the three models: Isolation Forest, Local Outlier Factor, and Support Vector Machine 

The Isolation Forest Algorithm has a slightly higher accuracy compared to the LOF Algorithm. Therefore, based 

solely on accuracy, the Isolation Forest Algorithm is considered the better algorithm for this particular dataset. 

 

5. Conclusion 

In conclusion, the code presented a robust analysis of anomaly detection techniques applied to a credit card 

transaction dataset. Here's a summary of key findings and implications: 

1) The initial exploration of the dataset provided valuable insights into its structure and distribution. Visualizations, 

such as bar charts and histograms, helped understand the distribution of transaction classes and amounts, essential 

for subsequent analysis. 

2) Three anomaly detection algorithms, namely Isolation Forest, Local Outlier Factor (LOF), and Support Vector 

Machine (SVM), were implemented and evaluated. Isolation Forest demonstrated superior performance compared to 

LOF and SVM, exhibiting higher accuracy and better fraud detection rates. 

3) The comparison of model results revealed Isolation Forest as the most effective method for detecting fraudulent 

transactions. Its ability to isolate anomalies based on fewer conditions and construct separation trees contributed to 

its superior performance. 

4) Overall, the analysis underscores the importance of employing advanced anomaly detection algorithms like 

Isolation Forest in financial fraud detection. By leveraging machine learning techniques, organizations can mitigate 

financial risks and safeguard against fraudulent transactions effectively. 
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