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Abstract 

Farming accounts for the majority of India's GDP, which is reliant on 

agriculture. This project is motivated by the rising suicide rates among 

farmers, which could be brought on by poor agricultural yields. The 

agricultural industry is now seriously threatened by changes in the 

climate and other environmental factors. To find workable and efficient 

solutions for this issue, machine learning is a crucial strategy. using 

past data, such as weather, soil, rainfall, and previous crop yield, to 

forecast crop yield. The machine learning algorithm helped us do this. 

KNN- K Nearest Neighbour, Random Forest, Decision tree, and 

Logistic Regression were among the machine learning methods we 

compared. The Random Forest approach yielded an accuracy rate. A 

web application that forecasts crop yields both generally and for a 

specific crop has been developed as part of this research. It also tells 

the user whether or not the time is ideal to apply the fertilizer.  

Keywords-KNN, Decision tree, Random Forest, logistic regression, 
python programming; confusion matrix; correlation matrix 

1.INTRODUCTION 

With a population of over 1.3 billion, India is the second-largest 

country in the world. The agricultural sector, particularly in our 

nation, lacks efficiency and technology, despite the fact that many 

people rely on it. Effective crop cultivation can be accomplished 

by establishing a connection between data science and 

conventional agriculture. For many people in developing nations, 

farming is their primary source of income. These days, a variety 

of inventions, settings, methods, and civilizations contribute to 

the expansion of agriculture. Additionally, the use of information 

technology may alter the way that decisions are made, allowing 

farmers to produce the best results. Agricultural data mining 

techniques are employed for the decision-making process. 

Analysing, extracting, and forecasting significant information 

from massive amounts of data in order to identify patterns is 

known as data mining. This procedure is utilized by corporations 

to change the raw data of their consumer to usable information. 

The initial step in the data mining process is data selection, which 

is followed by pre-processing and data transformation to identify 

patterns that can be utilized to forecast insightful information. 

While preprocessing involves identifying missing values and 
outliers, transformation determines the relationship between 

items. A number of forecasts can be produced based on the 

information acquired by using data mining techniques on past 
climate and crop production data, which can ultimately aid in 

raising crop yield.  

            It is possible to retrieve the most recent rainfall and 

climate data. Each of the values is posted in the direction of R. In 

order to forecast the climate changes from the previous year, the 

collected data is examined using the agriculture dataset. This will 

provide the farmer with a way to cultivate the crop that will yield 

the highest profits. With KNN, SVM, and random forest, 

variations in temperature, humidity, rainfall, and pH can be 

identified. Businesses may make proactive, informed decisions by 

using data mining techniques to forecast future trends and 

behaviours. Beyond the analysis of past events provided by 

display tools commonly found in decision support systems, data 

mining offers motorized, prospective analyses. Business 

problems that once took too much time to address can now be 

answered with data mining techniques. The district is irrigated 

based on temperature and rainfall. The initial set is the root node 

(rainfall) at the start of the process. Each non-terminal node 

(internal node: temperature range) in the decision tree represents 

the chosen attribute that was used to split the data, and the 

terminal nodes (leaf nodes: district) provide the class label of the 

last subset of this branch.  

2.LITERATURE SURVEY 

[1] "A Method to Build a Decision Tree with Sliq and Knn for 

Land Grading System," by K.K. Joshi and P. Patidar, ISSN: 2277-

5528, Impact Factor: 2.745 (Sijf), pp. 231-236. 

Patidar P. and Joshi K. K. demonstrated an approach to 

agricultural data mining. Only pertinent attributes were chosen for 

additional use once feature selection procedures were used. 

Several feature selection methods were employed in the Quest 

(Sliq) Algorithm, including ID3 Decision Tree Basics, Entropy, 

Information Gain, and Supervised Learning. The findings of their 

comparison of those feature selection methods are displayed.  

[2] A Survey on Decision Tree Algorithm for Classification by 

Brijain R. Patel and Kushik K. Rana, International Journal of 

Engineering Development and Research, Vol. 2, Issue 1, 2014. 

According to Brijain R. Patel and Kushik K. Rana, classification 

and prediction are methods used to identify significant data 

classes and forecast likely trends.In data mining classification, the 

Decision Tree is a crucial classification technique. It is frequently 

employed in scientific research, marketing, monitoring, and fraud 

detection.  

http://www.ijsrem.com/
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[3] "Internet of Things Based System For Remote Monitoring of 

Weather Parameters and Applications," International Journal of 

Advances in Electronics and Computer Science, Vol. 3, Issue 2, 

February 2016; Prachi H. Kulkarni and Pratik D. Kute. 

Prachi H. Kulkarni discussed the proof of concept for an Internet 

of Things device that uses a complex microcontroller platform to 

gather physical parameter data from multiple sensor kinds over 

numerous communication channels before uploading the data to 

the Internet. The equipment that is being demonstrated is intended 

for remote weather parameter monitoring. 

3.MACHINE LEARNING APPROCHES 

We have employed four popular machine learning techniques to 

create the crop yield prediction model. The details of these tactics 

are as follows: 

3.1 Logistic Regression: 

A classification approach for supervised learning, logistic 

regression is used to forecast the likelihood of the target variable. 

There would only be two viable classes because the goal or 

dependent variable is dichotomous. Upon applying the logistic 

regression algorithm to our dataset can be applied. 

3.2 Decision Tree: 

The Decision Tree algorithm is classified as a supervised learning 

technique. The decision tree approach can be used to forecast 

regression and classification issues, whereas the supervised 

learning technique provides a solution at an accurate prediction 

level. The Decision Tree method can be used to anticipate crops 

based on temperature ranges and climatic variations. Decision 

trees can be used to build the training model for crop prediction. 

The class's target variables can be determined by studying the 

decision rules that were drawn from previous information 

(training data). State, district, crop year, season, yearly rainfall, 

minimum and maximum temperatures, and crop are among the 

fields included in the training data. The decision tree algorithm is 

used to build the tree model. The leaf node corresponds to a class 

name, while each internal node represents a different property of 

the data set.  

3.3 Random Forest Classification: 

 
 A Crop development in relation to current climatic circumstances 

and biophysical change can be analysed by Random Forest. The 

Random Forest algorithm builds decision trees using several data 

samples, forecasts the data from each subset, and then uses voting 

to provide a better system solution. The bagging technique is used 

by Random Forest to train the data, improving the result's 

accuracy. 

 

3.4 K-Nearest Neighbor: 

 
A K-Nearest Neighbor (KNN) can be applied to crop yield 

prediction in both regression and classification settings. KNN is a 

non-parametric and simple algorithm that can predict crop yield 

based on similarities between past data points and current input 

conditions (like weather, soil type, irrigation, etc.). 

3.5 Dataset 

 

●  https://ourworldindata.org/crop-yields 

●  https://www.kaggle.com/datasets/thedevastator/the- 

     relationship-between-crop-production-and-cli      

This dataset offers information on wheat, maize, rice, and soybean 

production amounts, harvested areas, and crop yields. Crop yields 

are the amount of crop goods produced per unit of harvested area. 

Yield data are typically not recorded; instead, they are calculated 

by dividing production data by area harvested data. The genetic 

potential of the crop, the amount of sunlight, water, and nutrients 

it absorbs, as well as the presence of weeds and pests, all affect 

the actual yield that is harvested on a farm. This indication is 

offered for wheat, maize, rice, and soybean. Tonnes per hectare 

are used to measure crop yield.  

                

4. METHODOLOGY 
The process used to construct the crop yield prediction model is 

shown in the steps below. 

 

 

 

http://www.ijsrem.com/
https://ourworldindata.org/crop-yields
https://www.kaggle.com/datasets/thedevastator/the-
https://www.kaggle.com/datasets/thedevastator/the-relationship-between-crop-production-and-cli
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4.1 DATA COLLECTION   

We used the Crop yield Dataset, which is available online at the 

UCI Repository [16]. The 14 attributes taken into account are as 

follows: 

Table.1.Attributes 

S.no Attribute Description 

01 State_Name Region name 

02 Crop_year Harvest year 

03 Area Land area 

04 Yield Crop production 

05 Temperature Average temperature 

06 Precipitation Rainfall amount 

07 Humidity Air moisture 

08 Soil_type:_chalky Chalky soil 

09 Soil_type:_clay Clay soil 

10 Soil_type:_loamy Loamy soil 

11 Soil_type:_peaty Peaty soil 

12 Soil_type:_sandy Sandy soil 

13 Soil_type:_silt Silt soil 

14 Soil_type:_silty Silty soil 

 
The dataset for crop yield prediction includes attributes such as 

State_Name, which identifies the region or state where the crops 

are grown, and Crop_Year, representing the year of harvest. Area 

refers to the size of the land used for crop cultivation, and Yield 

indicates the crop yield per unit of area. Temperature, 

Precipitation, and Humidity are climatic factors that influence 

crop growth, while various Soil_Type attributes, such as chalky, 

clay, loamy, peaty, sandy, silt, and silty, describe the soil 

conditions in which the crops are planted. These factors, when  

combined, provide a comprehensive understanding of the 

conditions that affect crop yield in a given region. 

 
4.2 Data Preprocessing: 

4.2.1 Missing Values: 

During preprocessing, the dataset's potential missing values must 

be appropriately handled (e.g., through imputation, eliminating 

rows with missing values, etc.). For instance, you might use the 

average yield from other years or areas to fill in the gaps in 

agricultural production data for certain years or regions, or you 

may use alternative approaches like interpolation. 

4.2.2 Feature Scaling: 

To make sure that every feature contributes equally to model 

performance, scaling may be required if there are numerical 

attributes (such as temperature, precipitation, and soil type).  

 

 

 

4.2.3 Class Imbalance: 

Techniques such as under sampling the dominant class or 

oversampling the minority class can be used to balance the dataset 

if there is an uneven distribution between high and low yield. 

4.3 Feature Selection: 

 
Logistic Regression is used for classification tasks where crop 

yield is categorized (e.g., high or low). It assumes a linear 

relationship between the input features and the target variable. It's 

computationally efficient but may not capture non-linear patterns 

effectively. 

4.3.1 K-Nearest Neighbor: 

KNN is a simple, non-parametric algorithm that classifies or 

regresses based on the proximity of data points. It works well for 

smaller datasets but can be computationally expensive for large 

ones. It is sensitive to the choice of K and the distance metric. 

4.3.2 Random  Forest: 

Random Forest is an ensemble of decision trees that combines 

predictions from multiple trees to improve accuracy and reduce 

overfitting. It handles both classification and regression tasks 

effectively. It also provides feature importance, helping identify 

critical variables for crop yield prediction. 

4.3.3 Decision  Tree: 

Decision Tree models are tree-based algorithms that split data 

based on feature values to predict outcomes. They are highly 

interpretable and can model complex, non-linear relationships. 

However, they may overfit without proper tuning or pruning. 

5.RESULTS: 

At the conclusion of our research, the results of Logistic 

regression model show more accuracy than the KNN, Decision 

tree and random forest. In comparison with these models, Logistic 

regression gives 6% more than the KNN, Decision tree and 

random forest. Logistic Regression performs the best in terms of 

precision, recall, F1 score, and accuracy for both classes. It strikes 

a good balance between identifying true positives and minimizing 

false positives/negatives. 

Table.2.Sample Dataset – 1 

Crop State Cost of 

Cultiva

tion 

(`/Hect

are) 

Cost of 

Cultiva

tion 

(`/Hect

are) C2 

Cost 

of 

Produc

tion 

(`/Qui

ntal) 

C2 

Yield 

(Quin

tal/ 

Hecta

re)  

Supp

ort 

price 

GRAM Rajasth

an 

8552.69 12610.8

5 

1691.66 6.83 5100 

GRAM Madhya 
Pradesh 

9803.89 16873.1
7 

1551.94 10.29 5100 

GRAM Uttar 

Pradesh 

12833.0

4 

21618.4

3 

1882.68 10.93 5100 

GRAM Mahara
shtra 

12985.9
5 

18679.3
3 

2277.68 8.05 5100 

http://www.ijsrem.com/
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GRAM Andhra 

Pradesh 

14421.9

8 

26762.0

9 

1559.04 16.69 5100 

GROUN

DNUT 

Karnata

ka 

13647.1 17314.2 3484.01 4.71 5275 

GROUN

DNUT 

Andhra 

Pradesh 

21229.0

1 

30434.6

1 

2554.91 11.97 5275 

GROUN

DNUT 

Tamil 
Nadu 

22507.8
6 

30393.6
6 

2358 11.98 5275 

GROUN

DNUT 

Gujarat 22951.2

8 

30114.4

5 

1918.92 13.45 5275 

GROUN

DNUT 

Mahara

shtra 

26078.6

6 

32683.4

6 

3207.35 9.33 5275 

MAIZE Bihar 13513.9
2 

19857.7 404.43 42.95 1850 

MAIZE Karnat

aka 

13792.8

5 

20671.5

4 

581.69 31.1 1850 

MAIZE Rajast

han 

14421.4
6 

19810.2
9 

658.77 23.56 1850 

MAIZE Uttar 

Pradesh 

15635.4

3 

21045.1

1 

1387.36 13.7 1850 

 

Table.3.Sample Dataset – 2 

State 
Name 

Cro
p 
Yea
r 

Area Yield Temperat
ure 

Precipitati
on 

Maharash
tra 

199
8 

2110
0 

2550
0 

23.9526 15.437 

Maharash
tra 

199
9 

2420
0 

2880
0 

23.6212 26.8132 

Maharash
tra 

200
0 

1710
0 

1890
0 

24.478 25.439 

Maharash
tra 

200
1 

1710
0 

1960
0 

24.7904 6.8608 

Maharash
tra 

200
2 

1760
0 

1860
0 

24.563 25.609 

Maharash
tra 

200
3 

1760
0 

2080
0 

23.7682 5.4152 

Maharash
tra 

200
4 

5100 5000 23.9526 8.2766 

Maharash
tra 

200
5 

1590
0 

1580
0 

23.6212 32.9788 

Maharash
tra 

200
6 

3310
0 

3760
0 

24.478 28.729 

Maharash
tra 

200
8 

3800
0 

4120
0 

24.7904 32.4276 

Maharash
tra 

200
9 

1800
0 

2000
0 

24.563 40.5846 

Maharash
tra 

201
0 

4170
0 

6140
0 

24.58152 27.4774 

Maharash
tra 

201
1 

3410
0 

5850
0 

24.682 23.9894 

Maharash
tra 

201
2 

3610
0 

6460
0 

24.789 23.9894 

Maharash
tra 

201
3 

3450
0 

3070
0 

24.854 3.593 

Maharash
tra 

201
4 

2910
0 

2680
0 

24.647 17.4454 

 

Table.4.Crop Distribution in Percentage 

Gram 10.2 

Cotton 10.2 

Arhar 10.2 

Wheat 8.2 

Sugarcane 10.2 

Rapeseed and mustard 10.2 

Paddy 10.2 

Moong 10.2 

Maize 10.2 

GroundNut 10.2 

 

Table.5.Crop Distribution in Percentage 

Gujarat 8.2 

Karnataka 10.2 

Uttar Pradesh 14.3 

West Bengal 2 

Orissa 4.1 

Bihar 2 

Tamil Nadu 4.1 

Madhya Pradesh 6.1 

Rajasthan 10.2 

Haryana 4.1 

Punjab 6.1 

Maharastra 12.2 

Andhra Pradesh 16.3 

 

 

http://www.ijsrem.com/
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Fig.1.Crop Wise Yield 

 

Fig.2.Values in States 

Table.6.Overall Results 

Algorithm 

Precision Recall F1 Score 
Accu
racy 

Cla
ss 0 

Cla
ss 1 

Cla
ss 0 

Cla
ss 1 

Cla
ss 0 

Cla
ss 1   

Logistic 
Regressio
n 1 

0.8
9 

0.8
6 1 

0.9
2 

0.9
4 0.93 

Decision 
Tree 

0.7
8 1 1 

0.7
4 

0.8
8 

0.8
6 0.87 

Random 
Forest 

0.8
6 

0.7
5 

0.7
5 

0.8
6 0.8 

0.8
8 0.83 

K nearest 0.5 
0.8

6 
0.7

5 
0.6

7 0.6 
0.7

5 0.69 
6.CONCLUSION 

With good precision, recall, F1 score, and accuracy for both Class 0 and 

Class 1, Logistic Regression is the most balanced and successful model 

overall, according to the performance measures. Random Forest has good 

performance but trails behind Logistic Regression, particularly in Class 

1, with intermediate precision and recall. Decision Tree performs well in 

recall for Class 1 but poorly for Class 0, resulting in a lower F1 score and 

accuracy compared to Logistic Regression. When it comes to Class 0, in 

particular, K-Nearest Neighbor (KNN) performs the worst, exhibiting 

lesser precision and recall, which results in the lowest accuracy. 

Consequently, the best model for this classification problem is logistic 

regression, while decision trees and random forests might also work 

depending on goals. 
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