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Abstract 

 

The  rapid  emergence  and  widespread  adoption  of  digital  media,  particularly  social  media  platforms,  have  sparked  a  profound 

revolution in technology. This transformation has not only revolutionized the way we communicate and share information but has 

also opened up new avenues for understanding human emotions, sentiments, and opinions. In this dynamic landscape, the present 

study aims to delve deeper into the intricate fluctuations observed in Bitcoin prices within a specific timeframe and subsequently 

harness the power of machine learning to predict future values.  To achieve this ambitious objective, the study capitalizes on the vast 

trove of user comments available on Reddit, one of the most influential social media platforms of our time. 

The study adopts a cutting-edge deep learning framework that leverages the prowess of a Bidirectional Recurrent Neural Network 

(RNN) combined with the robustness of Long Short-Term Memory (LSTM) units.  Furthermore, to enhance the model’s capacity to 

comprehend and represent the complex semantic structures inherent in textual data, word2Vec embeddings are employed.  This 

powerful combination of advanced neural network architectures and sophisticated word embeddings sets the stage for accurate and 

insightful predictions. 

 

To ensure the reliability and efficacy of the predictions, the textual data obtained from Reddit undergoes a meticulous refinement 

process, carefully removing noise and extracting the most relevant and meaningful information. This refined data is then harnessed 

to train the model, enabling it to make accurate forecasts of Bitcoin prices across various time intervals.  The model’s predictive 

capabilities extend to time horizons of +1,  +2,  +6,  +12,  and +24 hours,  providing valuable insights into the short-term price 

dynamics of Bitcoin. 

 

The true power of the model lies in its ability to directly forecast the direction of price change, allowing it to uncover hidden 

patterns and underlying trends in the price movement.   By deciphering the intricate relationships between user comments and 

Bitcoin price fluctuations, the model gains the expertise to make informed predictions that capture the essence of market dynamics. 

In summary, the advent of digital media, coupled with advancements in deep learning techniques, has paved the way for ground- 

breaking research into the realm of cryptocurrency prediction.  By harnessing the wealth of user comments on social media plat- 

forms and employing advanced neural network architectures, this study exemplifies the potential to unravel the complex dynamics 

of Bitcoin prices and offer valuable insights into future market trends. 
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1.  Introduction 
 

Social media has become an integral part of people’s lives, 

playing a significant role in various aspects such as business, 

politics, communication, and socialization. However, it also has 

its drawbacks, including cyberbullying, addiction, and the prop- 

agation of unrealistic expectations.   This research focuses on 

understanding the impact of social media on the cryptocurrency 

market,  particularly  in  relation  to  Bitcoin.    Cryptocurrency 

refers to a digital medium of exchange that utilizes blockchain 

technology  and  encryption  techniques  to  secure  transactions. 

The  value  of  cryptocurrencies  is  subject  to  change  based  

on trends, interests, and investments, with social media 

sentiment potentially playing a crucial role in these fluctuations. 

Similar to stock markets, cryptocurrency markets are influ- 

enced by factors such as supply and demand, mining difficulty, 

utility, and market news.  Supply and demand directly impact 

cryptocurrency prices, with scarcity driving prices up and abun- 

dance causing prices to drop.  Mining difficulty, which relates to 

the computational power required for mining, also affects the 

value of cryptocurrencies.  Perception of utility plays a role as 

well, as cryptocurrencies without practical use may be viewed 

as  having  little  value,  leading  to  low  market  prices.   Market 

news,  including  sentiment  derived  from  reviews,  can  heavily 

influence the value of cryptocurrencies, with positive sentiment 

driving prices up and negative sentiment causing them to de- 

crease. 

Bitcoin,  the first cryptocurrency,  was created by an anony- 

mous group known as ”Satoshi Nakamoto” in August 2008.  It 

operates on a decentralized peer-to-peer transaction system, al- 

lowing for uninterrupted transactions without government in- 

terference.  Bitcoin transactions are recorded in a blockchain, 

which  is  a  publicly  available  database  that  maintains  a  his- 

tory of individual Bitcoin transactions.  This database ensures 

data redundancy, security, and transaction verification.  Bitcoin 

trends  and  discussions  are  widely  observed  on  social  media 

platforms,  with  Reddit  being  one  of  the  major  platforms  for 

Bitcoin-related discussions. 

Reddit is a social media platform that facilitates news aggre- 

gation, discussions, and content rating.  It provides a personal- 

ized newspaper-like experience based on users’ likes and inter- 

ests, allowing for interactive discussions through the posting of 

links and voting by other users. The focus of this research is to 

analyze user opinions and reviews on Bitcoin by scraping data 

from the Bitcoin subreddit. 

Sentiment analysis plays a crucial role in this research, and it 

is achieved through Natural Language Processing (NLP). NLP 

is an interdisciplinary field that combines computer science and 

linguistics to process and analyze unstructured text data, which 

accounts  for  a  significant  portion  of  the  world’s  data.   NLP 

enables computers to learn, understand, and make predictions 

based on human language inputs. It encompasses various tasks 

such as grammar induction, lemmatization, segmentation, parts 

of speech tagging, parsing, stemming, and terminology extrac- 

tion. Initially, NLP tasks were carried out through hand-coding 

rules, but with advancements in machine learning techniques, 

NLP has evolved significantly. 

The  present  study  examines  the  predictive  relationship  be- 

tween public opinions on social media and Bitcoin returns by 

considering data from different social media platforms, partic- 

ularly Reddit.  Textual data from news headlines and messages 

scraped from Reddit are used as inputs for the cryptocurrency 

prediction model.  The model classifies user sentiments based on 

pre-trained word embeddings using the Word2vec method. The 

primary objective is to predict market trend fluctuations on an 

hourly basis. The research addresses various research ques- tions 

related to this objective. // // 

RQ1.  Can textual data accurately find a trend in bitcoin ex- 

change rate?  To find the answer to the question this research 

makes use of Bi-directional RNN with LSTM units on com- 

ments extracted from reddit application.  // // RQ2.  Does the 

amount of user opinion in the form of textual data help in dis- 

covering bit coin prices over short period of time?  Research is 

conducted on predicting bit coin prices at intervals of +1, +2, 

+6,  +12 and +24 hours to check if the compactness of com- 

ments influences the results.  // // Social media has become an 

integral part of people’s lives, playing a significant role in vari- 

ous aspects such as business, politics, communication, and so- 

cialization.  However, it also has its drawbacks, including cy- 

berbullying,  addiction,  and the propagation of unrealistic ex- 

pectations.  This research focuses on understanding the impact 

of social media on the cryptocurrency market,  particularly in 

relation to Bitcoin.  Cryptocurrency refers to a digital medium of 

exchange that utilizes blockchain technology and encryption 

techniques to secure transactions.  The value of cryptocurren- 

cies is subject to change based on trends, interests, and invest- 

ments, with social media sentiment potentially playing a crucial 

role in these fluctuations. 

Similar to stock markets, cryptocurrency markets are influ- 

enced by factors such as supply and demand, mining difficulty, 

utility, and market news.  Supply and demand directly impact 

cryptocurrency prices, with scarcity driving prices up and abun- 

dance causing prices to drop.  Mining difficulty, which relates to 

the computational power required for mining, also affects the 

value of cryptocurrencies.  Perception of utility plays a role as 

well, as cryptocurrencies without practical use may be viewed as  

having  little  value,  leading  to  low  market  prices.   Market 

news,  including  sentiment  derived  from  reviews,  can  heavily 

influence the value of cryptocurrencies, with positive sentiment 

driving prices up and negative sentiment causing them to de- 

crease. 

Bitcoin,  the first cryptocurrency,  was created by an anony- 

mous group known as ”Satoshi Nakamoto” in August 2008.  It 

operates on a decentralized peer-to-peer transaction system, al- 

lowing for uninterrupted transactions without government in- 

terference.  Bitcoin transactions are recorded in a blockchain, 

which  is  a  publicly  available  database  that  maintains  a  his- 

tory of individual Bitcoin transactions.  This database ensures 

data redundancy, security, and transaction verification.  Bitcoin 

trends  and  discussions  are  widely  observed  on  social  media 

platforms,  with  Reddit  being  one  of  the  major  platforms  for 

Bitcoin-related discussions. 

Reddit is a social media platform that facilitates news aggre- 

gation, discussions, and content rating.  It provides a personal-
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ized newspaper-like experience based on users’ likes and inter- 

ests, allowing for interactive discussions through the posting of 

links and voting by other users. The focus of this research is to 

analyze user opinions and reviews on Bitcoin by scraping data 

from the Bitcoin subreddit. 

Sentiment analysis plays a crucial role in this research, and it 

is achieved through Natural Language Processing (NLP). NLP 

is an interdisciplinary field that combines computer science and 

linguistics to process and analyze unstructured text data, which 

accounts  for  a  significant  portion  of  the  world’s  data.   NLP 

enables computers to learn, understand, and make predictions 

based on human language inputs. It encompasses various tasks 

such as grammar induction, lemmatization, segmentation, parts 

of speech tagging, parsing, stemming, and terminology extrac- 

tion. Initially, NLP tasks were carried out through hand-coding 

rules, but with advancements in machine learning techniques, 

NLP has evolved significantly. 

The  present  study  examines  the  predictive  relationship  be- 

tween public opinions on social media and Bitcoin returns by 

considering data from different social media platforms, partic- 

ularly Reddit.  Textual data from news headlines and messages 

scraped from Reddit are used as inputs for the cryptocurrency 

prediction model.  The model classifies user sentiments based 

on pre-trained word embeddings using the Word2vec method. 

The primary objective is to predict market trend fluctuations on 

an hourly basis. The research addresses various research ques- 

tions related to this objective. 

 

 

Summary statistics of the global weighted average indices for 

each relevant Cryptocurrency. P values of the relevant columns 

are reported in parentheses 
 
 

2.  Literature Review 
 

The current research aims to predict the change in the cryp- 

tocurrency price prediction by classifying the user comments and  

news  related  to  cryptocurrency.   Literature  review  is  im- 

portant  for  any  research  to  study  about  the  new  conclusions, 

facts, building the model with the help of existing knowledge 

and  it  articulates  the  result  helps  to  understand  the  problem 

within  and  view  the  research  problem  from  various  perspec- 

tive. There are many machine learning model algorithms which 

are enforced in predicting the cryptocurrency value(The Law 

Library of Congress, 2018). 

 
2.1.  Study on Cryptocurrency 

Cryptocurrencies are digital currencies that rely on crypto- 

graphic techniques and blockchain technology to regulate trans- 

actions  and  ensure  security.    The  cryptocurrency  market  is 

characterized by high volatility, with significant fluctuations in 

value over time.  Understanding the dynamics of this market is 

essential for comprehending how design choices impact its be- 

havior. In 2017, the total value of cryptocurrencies experienced 

a substantial increase of nearly 600 billion, representing a stag- 

gering growth rate of approximately 3,300.  Bitcoin, being the 

largest  cryptocurrency,  exhibited  remarkable  gains  of  around 

1,364  compared  to  other  cryptocurrencies.    Its  price  surged 

from 0.01in2010toover20,000 per token. However, bitcoin has 

also experienced periodic declines, highlighting its volatile na- 

ture.  This volatility makes cryptocurrencies, including bitcoin, 

a popular and debated topic of discussion on social media plat- 

forms. 

In a study by Phillip, Chan, and Peiris (2018), the researchers 

explored  the  diverse  nature  of  cryptocurrencies.   They  iden- 

tified  the  advantage  effect,  which  stems  from  the  asymmet- 

ric  relationship  between  returns  and  volatility,  influenced  by 

factors  such  as  financial  leverage  and  debt-to-equity  ratios. 

To  analyze  the  varying  time  volatility  in  Bitcoin  data,  the 

researchers  employed  the  Generalized  Autoregressive  Condi- 

tional Heteroscedasticity (GARCH) model.   The dataset used in 

their study consisted of 2,796 cryptocurrency time-series in- 

dices  from  the  Brave  New  Coin  (BNC)  Digital  Currency  

in- dices, with 224 cryptocurrencies being traded at least once 

per day.  The study revealed that the five largest cryptocurrencies 

exhibited significant variability, particularly in terms of market 

capitalization. In their study, Krafft, Della Penna, and Pentland 

(2018) investigate the susceptibility of traders in the cryptocur- 

rency market to peer influence on trading behavior. They exam- 

ine three primary dependent variables: time, condition, and two
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Probability and percentage statistics 
 
 

statistics to analyze the impact of peer influence on trade direc- 

tion.  The first statistic considers the type of transaction used in  

the  last  transaction  and  the  associated  time.   This  statistic 

aggregates whether the last transaction involved buying or sell- 

ing.  The second statistic calculates the fraction of the trading 

volume related to buying or selling.  These statistics are com- 

puted in three different time intervals to assess their influence on 

trade direction. 

 
2.2.  Study on Machine Learning Models 

In their research, Matta, Lunesu, and Marchesi (2015a) take a 

different approach to automatically analyze people’s opinions, 

sentiments, and attitudes towards Bitcoin. Their main objective 

is  to  identify  Bitcoin  price  behavior  and  its  variations  based 

on sentiments extracted from tweets.  The study collects data 

from January 2015 to March 2015, comprising approximately 

1,924,891 tweets.  Additionally, Google Trends data is used to 

analyze Bitcoin’s popularity.  The researchers utilize the Twit- 

ter Streaming API to access real-time tweets,  which are then 

stored in a MySQL Database. The tweets are classified as pos- 

itive (score of 1),  negative (score of -1),  or neutral (score of 

0) using the SentiStrength tool.   A Java module is employed to 

automatically retrieve new tweets by sending requests to the 

Twitter Streaming API. 

Through cross-correlation analysis, the researchers find that 

tweets related to Bitcoin price exhibit a correlation coefficient of 

0.15 with a one-day lag.  They also observe a significant re- 

lationship between Google Trend data and Bitcoin’s price. The 

study concludes that these findings can be beneficial for invest- 

ment professionals in the Bitcoin market.  Future work is pro- 

posed  to  gather  data  over  a  six-month  period  to  improve  

the quality of the results. The figure below illustrates the 

similarity between Bitcoin price and the number of tweets. 

In a different approach to predicting Bitcoin price, Lamon, 

Nielsen, and Redondo (no date) categorized daily news and so- 

cial media data based on each coin and examined their corre- 

lation with the subsequent price movements. They utilized two 

datasets:  one  from  Kaggle  and  another  obtained  by  scraping 

news from cryptocoinsnews.com.  Logistic regression,  Linear 

support vector machine, and Bernoulli Naive Bayes classifiers 

were employed to predict the prices of Bitcoin, Litecoin, and 

Ethereum.  The evaluation metrics and hyperparameter tuning 

were  also  considered,  revealing  that  Logistic  regression  per- 

formed  best  for  Bitcoin  and  Litecoin,  while  Bernoulli  Naive 

Bayes showed superior performance for Ethereum. 

 

 

Similarity between Bitcoin price and Number of Tweets 
 

 
In  another  study,  Madan,  Saluja,  and  Zhao  (2015)  aimed 

to  identify  trends  in  the  Bitcoin  market  that  could  help  pre- 

dict  Bitcoin  prices.    They  utilized  two  datasets:   one  from 

Blockchain.info containing 26 features about the Bitcoin mar- 

ket over a five-year period, and another obtained through scrap- 

ping data from Coinbase API and OKcoin API. Feature selec- 

tion techniques were applied to identify the most significant 16 

features  for  solving  the  problem.   Three  time  series  datasets 

with intervals of 30, 60, and 120 minutes were created to cap- 

ture  future  market  fluctuations.   Binomial  GLM  and  random 

forest  algorithms  were  employed  on  each  time  series  dataset 

to predict Bitcoin price changes,  with random forest yielding 

higher accuracy compared to binomial GLM. 

Xie, Chen, and Hu (2017) explored the impact of social me- 

dia discussions on predicting Bitcoin price movements.  They 

obtained  their  dataset  from  the  CoinDesk  website  and  social 

media data from bitcointalk.org. To analyze the discussions re- 

lated to the Bitcoin market, a network perspective was adopted. 

Latent Dirichlet Allocation (LDA) method was used to identify 

latent topics among the messages posted on social media plat- 

forms.  The study found a negative relationship between social 

media  discussions  and  the  prediction  of  Bitcoin  price  move- 

ments. 

Another perspective on price prediction involves analyzing 

trends on Google and their correlation with Bitcoin trading vol- 

umes.  Matta, Lunesu, and Marchesi (2015b) investigated the 

relationship between Google Trends data and Bitcoin trading 

volumes.  They obtained data from Google Trends website and 

blockchain.info.  Correlation analysis, including Pearson Cor- 

relation and Cross Correlation, was performed, and a value of 

0.60  was  obtained  for  the  correlation.   The  authors  also  em- 

ployed the Granger Causality method to assess whether Google 

Trends could predict Bitcoin trading volumes. 

Abraham,  Higdon,  and Nelson (2018) focused on building a  

model  to  predict  Bitcoin  and  Ethereum  buying  and  selling 

decisions.   Their dataset was collected from Twitter API and 

Google Trends. VADAR (Valence Aware Dictionary and Senti- 

ment Reasoner) was used for data cleaning, classification, and 

measuring polarity and intensity. The study found a strong cor- 

relation (0.817) between Twitter data and Google Trends data
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Standard Embedding v/s Pre-trained Embedding 
 
 

using the Pearson correlation method.  Linear modeling tech- 

niques were initially applied, and then multiple linear regres- 

sion was used to address non-linearity and high variance.  The 

authors concluded that search volume index was highly corre- 

lated with cryptocurrency prices during both price increases and 

decreases. 

Fung et al.  (2019) introduced new Bitcoin trading strategies 

based on related news and tweets. They utilized Valence Aware 

Dictionary for Sentiment Reasoning (VADER) to convert qual- 

itative data into quantitative sentiment scores. Logit regression 

was applied to news and tweets sentiment, yielding accuracies 

of 62.2 and 52.11 respectively.  Time series modeling was per- 

formed on price data against tweet volumes, achieving an accu- 

racy of 61.11. 

 
2.3.  Study on Word Embedding Models 

 

All machine learning algorithms accepts data to be in vector 

format.  In Natural Language Processing (NLP), word embed- 

ding methods help to convert the text data into vector format. It 

is distributed representation of text in n-dimensional space. The 

pre-trained word embedding methods perform the better accu- 

racy when compared to the standard embeddings as shown in the 

below figure. According to previous research in the field of NLP, 

the role of word embedding methods is to obtain the infor- 

mation retrieval,  feature extraction,  Analysing the sentiments 

and summarizing the text(Graves, A.-r. Mohamed, 2015). 

(Wang  et  al.,  2018)  used  window  approach  to  identify  

the tasks such as:  part-of-speech tags, chunks, named entity 

tags, semantic  roles,  semantically  similar  words.   Since  the  

long- range  relations  between  the  words,  they  used  sentence-

based approach  to  capture  linguistic  similarities  into  word  

vectors. They trained entire network together using weight 

sharing. The used all tasks uses labelled data expect for the 

language model which learnt from unlabelled data using semi-

supervised learn- ing algorithms. 

(Collobert  and  Weston,  2008)come  up  with  a  new  idea 

Dict2vec  using  a  huge  dataset  for  the  word  similarity  task 

for the text classification.  They used Dict2vec for classifying 

strong and weak pairs of words to provide both novel positive 

sampling objective and novel negative controlled objective. The 

 

 

Spearman’s rank correlation coefficient 
 

 
below table shows that Dtct2vec model outperforms state-of- 

the-art approaches. 

Predicting  the  value  of  fluctuating  currencies  in  the  real 

world is a challenging task.  Kim et al.  (2015) addressed this 

challenge by using user opinions from virtual gaming environ- 

ments to study sentiments and emotions.  The researchers col- 

lected data based on topics, content, number of views, and post- 

ing time. They employed the Stanford Parser and Stanford Log- 

linear  Part-Of-Speech  Tagger  to  extract  parts  of  speech  from 

user opinions.  The pretrained Glove word embedding method 

was  then  used  to  represent  the  words  in  a  300-dimensional 

space.  Eight primary emotions, including joy, trust, fear, sur- 

prise, sadness, disgust, anger, and anticipation, were compared 

against each word to determine the number of blanks between 

the target and emotive word. The primary emotion of the opin- 

ion data was defined as the emotion with the smallest value, and 

if the emotion value decreased with the decrease in the number 

of blanks between the target and emotive word, it indicated a 

strong association.  If there were zero blanks between all emo- 

tive words, the opinion data was classified as neutral.  Granger 

causality test and Support Vector Machine were employed for 

training and evaluation. 

Twitter  data  related  to  cryptocurrencies  can  be  utilized  to 

develop  crypto  trading  strategies.     Colianni,   Rosales,   and 

Signorotti  (2015)  explored  supervised  learning  algorithms  to 

identify  crypto  market  movements  using  Twitter  API.  Real- 

time data, including user ID, unique identifier, timestamp, and 

tweets, were collected.  The data cleaning process involved re- 

moving non-alphabetic characters and duplicates, resulting in a 

processed dataset with 350,000 rows. Feature vectors were used 

to extract unique words and create a lexicon to store binary val- 

ues for each word.  Text-processing.com API was used to clas- 

sify tweets into positive, negative, and neutral categories on a 

word-by-word basis.  Naive Bayes classifier and Support Vec- 

tor Machine algorithms were employed. Naive Bayes classifier 

performed better overall with an accuracy of 95 and an hour-to- 

hour accuracy of 76.23, while logistic regression achieved an 

overall accuracy of 86 and an hour-to-hour accuracy of 98.58. 

Logistic regression outperformed the Naive Bayes classifier. 

Ahn  and  Kim  (2019)  focused  on  the  psycholinguistic  ap- 

proach  to  understanding  investor  sentiment  during  the  high 

volatility of the Bitcoin market in 2017 and 2018.   They uti- 

lized data from the bitcointalk.org website over a one-year pe- 

riod. Three dictionaries were used: one consisting of predefined
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words unrelated to finance, another containing words with de- 

tailed inferences of cryptocurrency, and a third dictionary called 

semantic orientation from point-wise mutual information (SO- 

PMI) to identify specific words related to cryptocurrency.   A 

polarity score of 0.2 was considered positive, while scores be- 

low -0.1 were considered negative. Two sentiment-related vari- 

ables, attention and disagreement, were classified, achieving an 

accuracy of 81.6 
 

2.4.  Study on Neural Networks 

In their study, Jang and Lee (2017) examined the impact of 

Bayesian  Neural  Networks  on  Bitcoin  price  analysis.   They 

utilized  a  dataset  from  September  5,  2011,  to  August  2017, 

obtained from bitcoincharts.com, as well as Blockchain infor- 

mation  from  blockchain.info.   The  researchers  employed  or- 

dinary  least  squares  (OLS)  to  determine  the  long-term  influ- 

ence of variables such as the Dow Jones index, euro-dollar ex- 

change rate, WTI oil price, and other factors on Bitcoin price. 

Bayesian  Neural  Networks  were  then  used  to  investigate  the 

nonlinear features of input variables, Blockchain information, 

and macroeconomic factors in Bitcoin price formation.  They 

trained  the  Bayesian  Neural  Network  using  relevant  features 

and evaluated its performance through non-linear methodolo- 

gies, such as Support Vector Regression (SVR) and linear re- 

gression,  in  terms  of  training  and  testing  errors.    Addition- 

ally, they developed a prediction model for near-future Bitcoin 

prices using a rollover framework,  which proved to be faster 

and more straightforward than sequential neural networks like 

LSTM and RNN. Through time series analysis, they compared 

the BNN model against linear regression and SVR, considering 

25 explanatory variables and two response variables: the loga- 

rithmic price of Bitcoin and Bitcoin price volatility.  The study 

concluded that the BNN model performed relatively accurately 

compared to linear regression and SVR, and future work would 

explore other extended machine learning algorithms and incor- 

porate new input capabilities related to Bitcoin. 

McNally, Roche, and Caton (2018) utilized the CRISP-DM 

methodology  to  predict  Bitcoin  prices.   They  collected  data 

from  bitcoinpriceindex.com  spanning  from  August  19,  2013, 

to July 19,  2016.   The ensemble method Boruta,  similar to a 

random forest classifier, was employed to evaluate which fea- 

tures should be included.   Deep learning models such as Re- 

current Neural Networks (RNN) and Long Short-Term Mem- 

ory  (LSTM)  were  utilized  for  Bitcoin  price  prediction.   Hy- 

perparameter tuning techniques like stochastic gradient descent 

(SGD) and the RMSprop optimizer were applied to enhance the 

models.  LSTM outperformed RNN, achieving an accuracy of 

52.78 

Kim et al. (2017) aimed to predict variations in Bitcoin price 

by  extracting  keywords  from  user  comments.   The  data  used 

consisted of comments and replies from December 1, 2013, to 

September 21, 2016. The researchers employed topic modeling 

techniques, such as lexicon building, to extract keywords from 

the corpus.  They expanded the lexicon via word recommenda- 

tion and employed kernel density estimation (KDE) for smooth- 

ing  during  document  analysis.   Granger  causality  tests  were 

conducted between discussions of Bitcoin transaction count and 

 

 

Overview of the proposed method, an ensemble of HMMs by 

text clustering (EnsembleTextHMM) 
 

 

price, with lags ranging from 1 to 12 days.  The results indi- cated 

a significant causal relationship between China and Bit- coin 

price.  Deep learning architecture, specifically the Convo- 

lutional Neural Network (CNN) algorithm, was employed for 

price prediction.  The researchers experimented with different 

hidden layer configurations and found that a two-layer neural 

network achieved the highest accuracy at 81.37 

Sin and Wang (2018) investigated the relationship between 

Bitcoin  features  and  price  changes  using  Ensemble  Artificial 

Neural  Networks.   They  collected  time  series  data  from  two 

sources:   blockchain.info  and  bitcoinity.org.    The  ensemble 

ANN  model  consisted  of  five  multi-layer  perceptron  (MLP) 

models with the same specifications but different numbers of 

nodes in each layer for training purposes. The accuracy of each 

MLP  model  ranged  from  58  to  63.   The  input  layer  of  each 

MLP had 190 nodes, followed by two hidden layers with vary- 

ing numbers of nodes and a single output layer.   The trained data 

was then tested using backtesting methods, resulting in an 

accuracy of 64.Kang, Ahn, and Lee (2018) proposed a unique 

approach  to  sentiment  classification  using  an  ensemble  text- 

hidden Markov model (HMM) clustering technique. 

Initially they used supervised learning method to classify the 

positive  and  negative  sentences  by  training  labelled  sentence 

data.  And then, they built hidden Markov model using latent 

semantic analysis by clustering words and use transition proba- 

bility between them. Finally, they found 90 
 

2.5.  Conclusion 

The  comprehensive  literature  review  conducted  in  various 

fields  related  to  this  research  provides  valuable  insights  and 

knowledge.  It serves as a foundation for better understanding 

the concepts and requirements, thus contributing positively to 

the research. The examination of multiple papers on cryptocur- 

rencies has allowed for the identification of prevailing trends and 

the factors influencing market dynamics. Additionally, the 

research papers on neural networks have provided a deep un- 

derstanding of the functioning of these algorithms and the dif- 

ferent types available, enabling the selection of the most suit- 

able algorithm for the study.  The chosen architecture for the 

current project emphasizes the significance of combining Bidi- 

rectional Recurrent Neural Networks (BRNN) with Gated Re- 

current Unit (GRU). Through the literature review, a roadmap 

for the project has been established to achieve enhanced perfor- 

mance, encompassing essential considerations prior to imple- 

menting the model.
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base, and the factors that impact market fluctuations. Addition- 

ally, it is crucial to explore methods for predicting the factors 

that contribute to sudden changes in the cryptocurrency market. 

 

3.1.2.  Data Understanding 

In the second phase of CRISP-DM, data collection is under- 

taken by gathering information from diverse sources relevant to 

the research. This stage also entails data exploration, where var- 

ious graphs are plotted to gain insights into data distribution and 

attribute relationships. Additionally, data quality is assessed to 

determine if it meets the requirements for the research. For the 

current research proposal, publicly available data from Reddit is 

being utilized, comprising time, messages, and open market 

price information. 
 

 
 
 
 
 
 
 
 

3.  Methodology 

 

 
 
 
 
 
Figure 1: Flow of CRISP-DM 

3.1.3.  Data Preparation 

Data preparation is a crucial and labor-intensive task in the 

data  mining  process.   In  this  phase,  the  prepared  data  is  uti- 

lized for modeling and subsequent analysis.   The process be- 

gins with the selection of relevant data for the research require- 

ments.  Next, data pre-processing is conducted, which involves 

removing noise from the data by retaining only the attributes 

necessary  for  model  building.   Additionally,  data  integration 

and merging are performed to create a cohesive dataset ready

Data analysis involves analyzing data to uncover concealed 

patterns and make predictions about future trends.  It requires 

specific skills and knowledge to forecast an organization’s fu- 

ture.    Data  mining  requires  a  standardized  approach  to  ad- 

dress  business  problems  through  data  mining  tasks  and  rec- 

ommend suitable data transformation and mining techniques. 

Scholars have identified various techniques used in text min- 

ing,  including Knowledge Discovery in Database (KDD) and 

Cross Industry Standard Process for Data Mining (CRISP-DM). 

CRISP-DM aims to make large data mining projects more cost- 

effective,  reliable,  manageable,  and  efficient  (Wirth,  2000). 

Therefore,  this  research  employs  the  CRISP-DM  method  to 

gain insights into text mining. 

 
3.1.  Structure of research methodology 

 

The CRISP-DM (Cross Industry Standard Process for Data 

Mining)  is  an  established  data mining  framework  utilized  by 

companies to guide the development of data mining projects. It 

consists of six stages that outline the necessary steps to under- 

take during the construction of a data mining project (Ncr et al., 

2004). These stages include Business Understanding, Data Un- 

derstanding, Data Preparation, Modeling, Evaluation, and De- 

ployment, as illustrated in Figure 7. Each stage is accompanied 

by analogies and visual aids to enhance comprehension.  The 

following subsections provide a summary of each phase. 

 
3.1.1.  Business Understanding 

The initial phase of CRISP-DM assists in comprehending the 

business objectives, transforming information into knowledge, 

and utilizing that knowledge to formulate a plan for achieving 

those objectives.  In order to proceed, it is important to acquire 

knowledge about cryptocurrencies: their functioning, customer 

for modeling. This study incorporates the utilization of various 

word embeddings such as word2Vec, Glove, and Concept net 

Number batch. 

 

3.1.4.  Modelling 

The first step in this phase entails selecting suitable modeling 

techniques to be employed.  Subsequently, a procedural mech- 

anism is generated to evaluate the effectiveness and robustness 

of the model.   The data is then split into training and testing sets 

for further analysis.  Finally, various machine learning al- 

gorithms are applied.  The present study focuses on the imple- 

mentation of a Bidirectional Recurrent Neural Network as part 

of the modeling process. 

 

3.1.5.  Evaluation 

The evaluation phase is one of the critical stages in the data 

mining process.   It involves assessing the models built in the 

previous  phase  to  determine  if  they  meet  the  research  objec- 

tives defined at the beginning of the CRISP-DM process.  This 

phase entails comparing the results obtained from different al- 

gorithms and analyzing them using various techniques.  If any 

issues or discrepancies are identified, they need to be addressed, 

and the process may need to be rerun.  In the current study, K- 

fold validation techniques are being employed to evaluate the 

models. 

 

3.1.6.  Deployment 

The final phase of CRISP-DM places emphasis on the cus- 

tomer perspective rather than the technical side.   Prior to de- 

ployment,  it  is  crucial  to  ensure  that  the  model  functions  

as specified by the customer.   This phase also involves ongoing 

monitoring and maintenance to ensure the model’s continued 

performance and effectiveness.
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Figure 2: Two tier architecture for the proposed study 

 

 
 

Figure 3: Snapshot of the dataset 

 

 
4.  Design Specification 

 
 

The  current  proposed  study  adopts  a  two-tier  architecture. 

The first tier comprises a dataset obtained by scraping data from 

the Reddit website, which is stored in a CSV file.  The data in 

this tier is in its raw format and is subsequently processed in the  

second  tier  of  the  architecture.   The  second  tier  consists of  

the  Python  IDE,  Jupyter  Notebook.   The  analysis  is  con- 

ducted in the client layer using different statistical measures to 

assess the model’s accuracy and performance. The study incor- 

porates various libraries, such as Pandas for data manipulation, 

Keras (which utilizes TensorFlow) for deep learning tasks, and 

Word2vec for natural language processing tasks. 
 

 
 

5.  Dataset 
 
 

The datasets utilized in the current proposed study are ob- 

tained by scraping data from the Reddit website. To extract the 

data, the research employs the Python built-in package called 

”Beautifulsoup” and stores the data in the required CSV for- mat 

for further use in the model.  The dataset comprises infor- mation 

such as the time at which users expressed their opin- ions about 

the cryptocurrency market, the title of the post, the number of 

comments, and the number of likes.  However, the scraped data 

contains noise and missing values, making it un- suitable for 

direct model building. Therefore, the data must un- dergo pre-

processing to remove redundant attributes. The table provided 

below illustrates the data used in the current research, including 

the date, subreddit, score, number of comments, title, and the 

hourly change in cryptocurrency price.  The data also includes 

the 1st hour, 2nd hour, 6th hour, 12th hour, and 24th hour 

changes in cryptocurrency value. 

 

 
 

Figure 4: Snapshot of the dataset 

 
 
6.  Implementation 

 
The  research  endeavors  to  construct  a  classification  model 

to categorize messages as positive or negative.   Additionally, 

the study aims to develop a real-time Bitcoin prediction model. 

Given that the study involves data in CSV format, a suitable ap- 

proach is to utilize data training and testing.  The initial step in 

the data pre-processing phase involves extensive work focused 

on removing noise from the data. By employing regular expres- 

sions, HTML links and tags have been successfully eliminated. 

Since the study incorporates sequential data as input,  a Bidi- 

rectional Recurrent Neural Network is employed. For data pro- 

cessing and estimation,  a machine learning model is utilized, 

which requires nominal data in vector format.  The study en- 

compasses both nominal and textual data,  and to convert the 

textual data into a vector format, pre-trained Glove embeddings 

with a 300-dimensional vector space are employed. 

The  figure  illustrates  the  conversion  of  textual  data  into  

a vector  format  for  predicting  cryptocurrency  values.   The  

text data sequence is inputted into an embedding matrix that con- 

tains  pre-trained  embedding  methods,  which  effectively  con- 

vert words into vector representations.  The Word2vec method 

is  utilized  for  this  process,  mapping  input  words  into  a  300- 

dimensional vector space.  Since the data consists of long se- 

quences, it becomes challenging to keep all the data in memory 

for an extended period.  To address this, LSTM units are em- 

ployed in conjunction with RNN units to avoid gradient-related 

issues.   The Bidirectional RNN, combined with LSTM units, 

effectively captures context and semantics. The approach is or- 

ganized into five components: 1. Data pre-processing, 2. Word 

Embedding, 3. Classification model, 4. Estimation, and 5. Pre- 

diction. 

 
6.1.  Data preprocessing 
 

The  implementation  process  begins  with  transforming  the 

raw  data  into  a  format  that  is  understandable  by  the  model. 

Raw  data  cannot  be  directly  sent  to  the  model  as  it  consists
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of real-world data written in human language, which may con- 

tain noise and missing values. The machine cannot process this 

data directly due to its inability to comprehend it, leading to er- 

rors. The study incorporates several steps to prepare the data for 

processing.  These steps include tokenization,  which involves 

converting  sentences  into  words;  removing  punctuation  tags; 

eliminating stop words; dropping unnecessary characters; and 

finally, grouping together words with similar meanings through 

lemmatization.  By performing these steps, the data is refined 

and made suitable for processing by the model.  The study en- 

compasses  data  pre-processing,  which  involves  preparing  the 

data for analysis.  The data is divided into training and testing 

sets, following a 70:30 ratio. During pre-processing, a tokenizer 

function is employed to convert words into tokens. This step fa- 

cilitates the transformation of the data into a machine-readable 

format and provides additional information for subsequent de- 

velopment and analysis. 
 

6.2.  Word Embedding methods 

Word embedding is a technique that represents text by as- 

signing vectors of real numbers to words,  capturing their se- 

mantic similarities despite differences in form.  In the current 

research analysis, the GloVe 300d method, which is an unsu- 

pervised learning algorithm, is employed. This method plays a 

crucial role as it obtains vector representations for each word 

based on aggregate word-word co-occurrence statistics. GloVe 

utilizes matrix factorization to create word embeddings and is 

used after the data has been pre-processed and formatted ap- 

propriately.  The resulting embeddings are then converted into 

numerical format to serve as inputs for machine learning mod- 

els.  However, it is important to note that GloVe 300d requires a 

significant amount of data to produce accurate results.  One 

limitation of GloVe is that it is primarily a count-based model 

and may not be well-suited for prediction tasks. 

On  the  other  hand,  Word2vec  is  another  word  embedding 

method that is more suitable for the current research,  as it is a 

predictive model.  It employs a two-layer neural network to 

generate word embeddings based on a given corpus.  The ob- 

jective function of Word2vec ensures that words with similar 

meanings have similar embeddings.  This method takes a large 

corpus of words as input and produces vector representations for 

the words.  Words with similar meanings within the corpus are 

located close to each other in the vector space.  Word2vec offers  

two  models:   Continuous  Bag  of  Words  (CBOW)  and Skip-

gram. 

The  figure  above  shows  the  Continuous  Bag  of  words 

(CBOW). CBOW predicts the target words based on the sur- 

rounding  context  words.    Statistically,  it  has  the  effect  that 

CBOW smooths over a lot of the distributional information and 

is suitable for smaller datasets. 

The figure above shows the architecture of Skip-gram.  This 

works  as  an  inverse  to  CBOW.  It  predicts  the  surrounding 

context  words  from  the  target  words.   Skip-gram  treats  each 

context-target pair as a new observation, and this tends to do 

better when we have larger data.   Word2vec is a simple neu- ral 

network with a single hidden layer and it takes large input vector 

and compress it down to a smaller dense vector.   The 

 

 
 

Figure 5: Continuous Bag of Words 

 

 
 

Figure 6: Skip-gram
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Figure 7: Architecture of Word2vec 

 

 
 

Figure 8: Frequency of words in the Data 

 
 

Word2vec model consists of neural network so it cannot take 

string as an input instead, we pass the words to one-hot vectors, 

which has same length as the vocabulary filled with the zeros 

expect at the index.  The word which we want to represent is 

assigned as “1”.  Hidden layer is fully connected dense layer 

which contains weights of word embeddings. The output layers 

contain the probabilities of the target words from the vocabu- 

lary.  The word2vec embedding method learns by constructing 

the co-occurrence matrix that indicates the frequency of words 

appearing in the context. 

 
6.3.  Estimation Models 

 

Classification  involves  predicting  the  class  or  category  of 

given input data points,  which are also referred to as targets, 

labels, or categories. Classification predictive modeling entails 

mapping input variables to output classes using mapping func- 

tions. In the current study, Recurrent Neural Networks (RNNs) 

are employed for data classification. RNNs are a type of artifi- 

cial neural network designed to identify patterns in sequential 

data  such  as  text,  handwriting,  spoken  words,  or  time  series 

data. The fundamental idea behind RNNs is that they learn and 

remember  information  from  prior  inputs  to  generate  outputs. 

RNNs  serve  as  a  general  framework  for  sequential  modeling 

and processing of data. They excel in handling sequences of in- 

puts rather than just single inputs and are well-suited for prob- 

lems where a sequence of inputs is propagated through a model 

to obtain a single result.The depicted figure illustrates the ar- 

chitecture of an RNN, which includes a loop that enables infor- 

 

 
 

Figure 9: General architecture of RNN 

 

 
 

Figure 10: Many to many architectures of RNN 

 
 

mation to persist. RNNs utilize a recurrence relation to process 

sequential data effectively. In the figure, the RNN takes an input 

vector xt, generates a prediction output yt, and updates an inter- 

nal state represented by ht.  This characteristic of RNNs gives 

them an advantage over feed-forward networks and Convolu- 

tional Neural Networks (CNNs) when dealing with sequences of  

input  data.   RNNs  are  specifically  designed  to  handle  se- 

quential data and capture temporal dependencies, making them 

a suitable choice for modeling and processing such data. 

The input at ‘t-1’ is fed to a network to get the output at ‘t-1’ 

and the next time stamp that is time at ‘t’ that will be given to  a  

network  along  with  the  information  from  the  previous time 

step that is ‘t-1’ and that will help us to get the output at T 

similarly as output for ‘t+1’.  We have two inputs one is a new 

input that we will help us to get the output at t similarly as output 

for ‘t+1’ we have two inputs one is a new input that we give 

another is the information coming from the previous timestamps 

that is ‘t’ in order to get the output at time ‘t+1’ similarly it can 

go on so over. 

 
The formula for the current state as, At = f (Outputt-1, Inputt)
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Figure 11: General structure of BRNN 

 

 
 

Figure 12: Architecture of Long Short-Term Memory 

 

 
Along with the weighted matrixes as, At= tanh (Whh.  ht-1 + 

Wxh. xt) 

Where,   tanh  is  considered  as  activation  function,   Whh  is 

weighted Metrix and Wxh weight matrix of the current input. 

Finally, output is calculated as, ht=Why. At 

In Recurrent neural network, the model learns from the prior re- 

sults which may not be accurate in some circumstances.  RNN 

suffers from vanishing gradients and exploding gradients.  To 

overcome with, the study uses Bidirectional Recurrent Neural 

Network (BRNN). 

BRNN  is  just  putting  two  or  more  independent  RNNs 

together (Zhu, 1997).  The input sequence is passed in normal 

time  order  for  one  network  and  in  reverse  time  order  for 

another. At each time stamp both the output from two network 

is concatenated.  This allows the network to have both forward 

and backword information at every time stamp. 

 
Consider the following example below, with two sentences S1 

and S2:  S1:  “He said, Teddy bears are on sale.” S2:  “He said, 

Teddy Roosevelt is a great president” 

 
In  the  above  sentence,   if  the  model  wants  to  predict  the 

next  word  of  “Teddy”  just  by  using  the  input  as  “He  said”, 

create the ambiguity between the bears and Roosevelt.   As a 

result, the model tends to produce the wrong results.  So, it’s 

important to learn from the previous and future representation to 

eliminate the ambiguity.  The amalgamation of forward and 

backword direction resolves the problem.  Along with BRNN, 

will  be  using  Long  Short-Term  Memory  (LSTM)  to  perform 

better for accuracy. 

LSTM  (Long  Short-Term  Memory)  is  a  type  of  recurrent 

neural network designed to address the vanishing and exploding 

gradient problem.   Proposed by Hochreiter and Schmidhuber 

 

 
 

Figure 13: Setup of Bidirectional LSTM Model 

 
 

in 1997, LSTM introduces additional components to the basic 

RNN architecture. In addition to the hidden state vector, LSTM 

cells maintain a cell state vector.  At each time step, an LSTM 

cell  can  choose  to  read,  write,  or  reset  the  cell  state  using 

explicit  gating  mechanisms.   The  LSTM  cell  consists  of  two 

main components:  the cell state and the hidden state.  The cell 

state is responsible for transferring information to the next cell, 

while the hidden state represents the output of the LSTM cell. 

 
Forget Gate:  This gate controls the removal of information 

from the cell state.  It determines which information is impor- 

tant and should be retained and which information is no longer 

needed.   The forget gate achieves this by multiplying a filter 

with the cell state,  effectively deciding whether to set certain 

memory cells to zero. 

 
Input  Gate:  This  gate  helps  to  add  the  information  to  the 

cell  state.   The  addition  of  information  takes  place  in  three 

steps.   Using  Sigmoid  function,  the  input  gate  regulates  the 

values  that  need  to  be  added  to  the  cell  state.    It  creates  

a vector which contains all the possible values that needs to be 

added to the cell state and lastly multiplying the value of the 

regulatory function to the vector created and then adding the 

useful information to the cell state using the addition operation. 

 
Output Gate: The output gate controls whether the informa- 

tion of the cell state is made visible. The output gate functions in 

the following way, it creates a vector after applying the tanh 

function.  Using the Sigmoid function, it makes use of a filter to  

regulate  the  values  that  need  to  be  output  from  the  vector 

created in the input gate.  Finally, it multiplies the value of the 

regulatory function to the vector created in the initial step to send 

as the output with the hidden state of the next cell. 

The depicted figure illustrates the configuration of the Bidi- 

rectional  LSTM  model.   The  model  begins  with  a  sequence 

layer,  followed  by  an  embedding  layer.    The  Bidirectional 

LSTM layer is then applied, consisting of two stages of recur- 

rent neural  networks with  128 layers  each.   A dense  layer is 

added after the Bidirectional LSTM layer.   The loss function 

used in this model is ’mean squared error’, and the ’adam’ op-
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Figure 14: Prediction accuracy at different time intervals 

 
 

timizer is employed. 
 
 

7.  Results and Discussions 
 

The research objective was to predict the hourly increase and 

decrease  of  Bitcoin  prices  based  on  user  comments  obtained 

from  the  Reddit  application.   A  Bi-directional  LSTM  model 

was developed using 70 of the data for training and tested on the 

remaining data.  The model was used to predict the Bitcoin 

prices for different time intervals: +1 hour, +2 hours, +6 hours, 

+12 hours, and +24 hours, based on the user comments at those 

specific time intervals. 

Table 1 presents the results obtained from the research.  For 

the  1-hour  prediction,  the  model  achieved  a  correct  predic- 

tion rate of 48.81.   The accuracy of predicting price increase 

was 51.11, while the accuracy of predicting price decrease was 

47.97. Similar results were observed for the 2-hour and 6-hour 

predictions, with overall accuracy rates of 50.45 and 50.6 re- 

spectively. The model did not show significant improvement in 

accuracy for these time intervals. 

However, a significant change in performance was observed 

for the +12-hour and +24-hour predictions. The model showed 

better  estimation  for  price  decrease  in  the  +12-hour  interval 

compared to price increase.  The overall accuracy for the +12- 

hour  prediction  was  54.48,  with  accuracy  rates  of  46.32  for 

price  increase  and  65.29  percent  for  price  decrease.   For  

the 

+24-hour prediction, the model achieved 62.5 accuracy in pre- 

dicting  price  increase,  but  had  lower  accuracy  in  predicting 

price decrease at 36.76. 

Overall,  the +12-hour prediction showed the highest accu- 

racy,  correctly  predicting  54.48percent  of  the  values.   Figure 

20 provides an overview of the model’s performance across all 

time intervals. 

The graphs provide insights into the accuracy of the model’s 

predictions  based  on  user  comments.   It  is  observed  that  the 

graphs for the +1-hour, +2-hour, and +6-hour intervals display 

disproportionality in the results.  This can be attributed to the 

unstable nature of Bitcoin prices and the limited availability of 

user comments within those time periods. 

On  the  other  hand,  the  graphs  for  the  +12-hour  and  +24- 

hour intervals show higher variation in prediction accuracy for 

forecasting the rise and fall of Bitcoin prices.  This indicates a 

potential trend in the rise and fall of Bitcoin prices based on the 

textual analysis of comments from social media. The visualiza- 

tion of the graphs reveals that no discernible pattern is formed 

for the +1-hour, +2-hour, and +6-hour intervals, while the +12- 

hour and +24-hour intervals exhibit the presence of patterns. 

These findings suggest the limitations in predicting Bitcoin 

prices based on user comments for short intervals (+1 hour, +2 

hours, and +6 hours) due to the scarcity of data within those 

 

 
 

Figure 15: Prediction of price for 1 Hour 

 
 
 
 
 

 

Figure 16: Prediction of price for 2 Hours 
 
 
 
 
 

 

Figure 17: Prediction of price for 6 Hours
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Figure 18: Prediction of price for 12 Hours 

 

 
 

 
Figure 19: Prediction of price for 24 Hours 

 
In summary, this study proposes the use of a deep learning 

model,  specifically B idirectional R NN w ith L STM u nits, for 

predicting Bitcoin prices on an hourly basis using user views 

from the social media platform Reddit.  The research aimed to 

identify patterns or trends in the rise and fall of Bitcoin prices 

and investigate the influence of the number of comments on the 

accuracy of the predictions. 
 

 
8.  Conclusion and Future Works 

 
timeframes. It is evident that the availability of more data could 

potentially improve the performance of the model and increase 

the accuracy of price predictions.  This argument is supported by 

the fact that as the time interval increases, there is a reduced 

occurrence of incorrectly predicted price directions. 

Overall, the analysis underscores the importance of sufficient 

data and longer time intervals for more accurate predictions of 

Bitcoin prices based on user comments. 

The  model  proposed  in  the  research  may  not  be  accurate 

enough in predicting the bitcoin prices through textual data, but 

it can assure that it will be able to predict if the prices will take 

a dip or rise in the immediate future. 

 

The results of the experiment showed that the Bi-directional 

RNN with LSTM units performed best when using comments 

from a 12-hour period to predict future values. Notably, the re- 

search demonstrated a greater ability to identify trends in the 

changes  of  Bitcoin  prices  for  12-hour  and  24-hour  intervals 

compared to shorter intervals of 1 hour, 2 hours, and 6 hours. 

This observation could be attributed to the varying number of 

comments made by users at different time intervals, which were 

considered in this study. 

To  summarize,  the  results  of  the  Bi-directional  RNN  with 

LSTM units can be utilized with textual data from Bitcoin users 

collected over a 12-hour period or longer.  This can assist cus- 

tomers in understanding current market trends and provide in- 

sights on when to invest in Bitcoin prices to potentially improve 

their profit margins. 

In future work, it is recommended to conduct extended re- 

search using a larger dataset of user comments collected from 

different social media platforms to enhance the accuracy of the 

model. Additionally, exploring alternative word embedding ap- 

proaches such as ConceptNet Numberbatch and XLNet within 

the proposed framework could be beneficial to evaluate if they 

yield improved results. 
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