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ABSTRACT: 

The telecommunications industry, characterized by rapid technological advancements and fierce market competition, 

grapples with the imperative of customer retention [1]. In response, this study focuses on crafting a robust churn 

prediction model tailored to the telecom sector. The research employs a comprehensive suite of models, including 

support vector machine (SVM), logistic regression, random forest, and K-nearest neighbors (KNN) [2]. The 

investigation unfolds against the backdrop of a dynamic telecommunications landscape, where customer behaviors 

are influenced by multifaceted factors. Notably, we introduce SVM alongside conventional models, emphasizing the 

role of logistic regression, random forest, and KNN in the churn prediction paradigm. Through meticulous parameter 

optimization and performance evaluation, our findings showcase the effectiveness of these models in discerning 

patterns indicative of potential churn. The comparative analysis reveals nuances in predictive capabilities, with SVM 

demonstrating robust performance, followed closely by random forest and KNN [2]. This study highlights the 

importance of embracing a diverse set of models to accommodate the intricacies of telecommunications data [2]. The 

predictive accuracy and versatility of SVM, random forest, and KNN advocate for a nuanced, data-driven approach 

to churn prediction, transcending the limitations of individual models [2]. As telecommunications providers navigate 

a dynamic customer landscape, the insights derived from this study contribute to the evolution of targeted retention 

strategies, guiding industry practitioners towards proactive and effective customer management practices. 

 

INTRODUCTION: 

In the dynamic realm of telecommunications, where technological advancements evolve at an unprecedented pace, 

the strategic challenge of retaining customers stands as a cornerstone for sustained industry success [1]. This study 

aims to address this challenge by employing a diverse ensemble of predictive models, including Support Vector 

Machine (SVM), Logistic Regression, Random Forest, and K-Nearest Neighbors (KNN) [2], to fortify the arsenal of 

churn prediction methodologies. Prior research has underscored the critical importance of accurate churn prediction 

in telecommunications, recognizing its pivotal role in shaping customer relationship management strategies [3, 4]. 

The complex tapestry of customer behaviors, woven from variables such as service quality, pricing structures, and 

ever-evolving preferences [1], necessitates a sophisticated and nuanced approach to predictive analytics. Building 

upon the foundations laid by these studies, our research introduces SVM as a novel and promising addition to the 

existing repertoire of churn prediction models. Known for its versatility and efficacy in various domains [5], SVM is 

poised to enhance predictive accuracy in the specific context of telecommunications churn. Simultaneously, we 

acknowledge and leverage the robustness of logistic regression, a classical method widely embraced in predictive 

modeling [6], the ensemble learning capabilities of Random Forest [2], and the simplicity and interpretability of KNN 

[7]. Our concise study endeavors to provide a meticulous comparative analysis of these models, unraveling their 

relative strengths and applicability within the intricate landscape of telecom churn prediction. As telecommunications 
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providers navigate through an ever-evolving market, our research seeks to contribute meaningfully by synthesizing 

insights from past studies and introducing innovative methodologies. By refining the predictive toolkit, our goal is 

to empower industry practitioners with actionable intelligence for proactive customer management, ensuring 

adaptability and resilience in the face of a rapidly transforming telecommunications landscape. Our study goes 

beyond mere model comparison; it delves into the nuanced interplay of these models within the telecommunications 

churn prediction landscape. Through meticulous parameter optimization and comprehensive performance evaluation, 

we aim to provide actionable insights for industry practitioners, facilitating informed decision-making in an 

environment characterized by constant flux. As the telecommunications industry adapts to disruptive innovations and 

changing consumer expectations, our research seeks not only to refine the predictive toolkit but also to contribute to 

the wider discourse on effective customer management strategies. By synthesizing insights from past studies and 

introducing innovative methodologies, our goal is to empower telecommunications providers with the foresight 

needed for proactive customer retention in the face of a dynamic and challenging market landscape. 

 

BACKGROUND: 

In the fast-paced and competitive landscape of the telecommunications industry, customer churn, or the loss of 

subscribers to competing services, remains a critical concern for service providers [1]. With technological 

advancements continually reshaping consumer preferences and expectations, the ability to predict and mitigate churn 

has become integral to sustaining a robust customer base. Several recent studies have delved into the realm of 

customer churn prediction, leveraging machine learning and data mining techniques to enhance predictive accuracy. 

Notably, the work by Kanwal et al. (2021) explores attribute weight estimation using Particle Swarm Optimization, 

presenting a novel approach to predicting churn [8]. Additionally, the research by Kesiraju VLN and Deepla kshmi 

(2021) introduces dynamic churn prediction based on customer behavior, emphasizing the need for real-time 

adaptability in predicting subscriber attrition [9]. Fadhil Khalid et al. (2021) contribute insights into data mining-

based churn prediction in the telecommunications sector, providing a foundation for understanding the evolving 

methodologies in this domain [10]. Nagaraju and Vijaya's study (2021) focuses on the methodologies employed in 

customer churn detection within the broader context of Customer Relationship Management (CRM) [11]. 

Furthermore, Qureshi et al.'s research (2013) on telecommunication subscribers' churn prediction using machine 

learning offers historical perspectives and foundational principles [12]. Given the significance of these studies, our 

research seeks to advance the current understanding by introducing a comprehensive comparative analysis of 

predictive models. Specifically, we incorporate Support Vector Machine (SVM), Logistic Regression, Random 

Forest, and K-Nearest Neighbors (KNN) to evaluate their efficacy in the unique context of telecom churn prediction 

[2]. This comparative approach aims to unveil nuanced insights into the relative strengths and weaknesses of these 

models, offering telecom providers actionable intelligence for proactive customer management. By building upon 

the methodologies and innovations presented in these references, our paper contributes to the evolving discourse on 

effective churn prediction strategies in the telecommunications sector. The background laid by previous studies 

informs our exploration of advanced modeling techniques, addressing the intricacies of customer behaviors and 

market dynamics in the pursuit of more accurate and adaptive churn prediction. The telecommunications industry 

stands at the nexus of technological evolution and consumer expectations, presenting both challenges and 

opportunities for service providers. In this dynamic environment, customer churn poses a persistent threat, requiring 

innovative solutions to retain and engage subscribers effectively. The referenced studies provide valuable insights 

into contemporary methodologies for customer churn prediction, each offering a unique perspective on tackling this 

pervasive issue. The study conducted by Samina Kanwal and collaborators (2021) introduces a nuanced approach by 

employing Particle Swarm Optimization for attribute weight estimation in churn prediction [8]. This method goes 

beyond conventional techniques, highlighting the importance of considering the relative significance of different 

customer attributes in the predictive model. This study sets the stage for our research by emphasizing the need for 

fine-tuned feature weighting in the context of telecommunications churn. On a similar note, the work by Raja Gopal 
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Kesiraju VLN and P. Deepla kshmi (2021) places a strong emphasis on the dynamic nature of customer behavior in 

predicting churn [9]. Recognizing that consumer preferences and interactions evolve over time, this study advocates 

for real-time adaptability in churn prediction models. As our research seeks to compare models, the dynamic 

perspective underscores the importance of responsiveness in anticipating and mitigating churn. The research 

conducted by Lawchak Fadhil Khalid et al. (2021) delves into data mining techniques for churn prediction, providing 

a comprehensive overview of methodologies within the telecommunications industry [10]. By exploring the 

landscape of data-driven approaches, this study aids in shaping the broader context of our research. Understanding 

the intricacies of data mining applications for churn prediction is crucial as we evaluate the efficacy of various 

models. Moreover, the work of Jajam Nagaraju and Vijaya J. (2021) elucidates the methodologies employed in 

customer churn detection within the broader context of Customer Relationship Management (CRM) [11]. This 

broader perspective sheds light on how churn prediction aligns with overall customer management strategies, 

influencing customer retention initiatives and the development of targeted marketing approaches. In addition to these 

recent studies, Saad Ahmed Qureshi and colleagues' work (2013) provides historical context, showcasing the earlier 

efforts in telecommunication subscribers' churn prediction using machine learning [12]. While technology and data 

availability have evolved since then, this foundational study informs our understanding of the progression in 

methodologies over the years. In light of this rich tapestry of existing research, our paper seeks to contribute by 

conducting a meticulous comparative analysis of predictive models—Support Vector Machine (SVM), Logistic 

Regression, Random Forest, and K-Nearest Neighbors (KNN) [2]. By building upon and synthesizing insights from 

these diverse studies, our research aims to offer a nuanced perspective on the relative performance of these models 

in predicting customer churn within the dynamic landscape of the telecommunications industry. 

 

INTERPRETABILITY: 

Interpretability, a fundamental aspect in the deployment of machine learning models, assumes a central role in our 

study to not only foster trust in the results but also to provide actionable insights for real-world applications. In the 

realm of customer churn prediction within the telecommunications industry, understanding the reasoning behind 

model decisions is imperative for telecom providers seeking to implement effective retention strategies. Our approach 

to interpretability involves a twofold strategy. First, we conscientiously selected models with inherent interpretability, 

such as logistic regression, which allows for straightforward interpretation of coefficients and their impact on 

predictions [6]. This deliberate choice aligns with the goal of offering telecom practitioners clear insights into the 

variables influencing churn predictions. Second, we conducted an in-depth post-hoc interpretability analysis, 

leveraging techniques such as SHAP (SHapley Additive exPlanations). This analysis sheds light on the contribution 

of individual features to the model's predictions, offering a granular understanding of feature importance. By 

quantifying the impact of each feature on the prediction outcome, we aim to empower telecom providers with 

actionable intelligence, enabling them to tailor retention strategies based on the most influential factors. This dual-

pronged interpretability strategy serves as a cornerstone in bridging the gap between model complexity and practical 

utility. As telecom providers navigate the intricate landscape of customer churn, our commitment to transparency 

ensures that the deployed models not only deliver accurate predictions but also provide meaningful insights that align 

with the decision-making processes of industry practitioners. In conclusion, our paper not only contributes to the 

ongoing discourse on machine learning applications in telecommunications but also underscores the practical 

significance of interpretability in deploying effective churn prediction models. By prioritizing transparency, our 

approach positions telecom providers to make informed decisions, fostering a more resilient and adaptive customer 

management strategy in the ever-evolving telecommunications sector. 
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METHODOLOGY: 

In our pursuit of an optimal churn prediction model for the telecommunications industry, our methodology employs 

a multifaceted approach that capitalizes on the strengths of various machine learning algorithms. Recognizing the 

diversity of predictive models available, our strategy is to predict the outcome for each algorithm and subsequently 

present the results. This approach ensures a comprehensive evaluation, allowing us to identify the algorithm that best 

suits the nuances of our specific churn prediction problem while maintaining accessibility to alternative models.  

The algorithms under consideration include Support Vector Machine (SVM), Logistic Regression, Random Forest, 

and K-Nearest Neighbors (KNN) [2]. Each of these models brings unique characteristics and capabilities to the table, 

making them relevant candidates for the intricate task of predicting customer churn in the telecommunications sector. 

Our workflow begins with the individual training of each algorithm on our carefully curated dataset, comprising a 

rich set of features and target variables indicative of churn behavior. Through this process, we generate predictions 

for each algorithm, providing a granular understanding of their performance in isolation. The use of standard 

evaluation metrics such as accuracy, precision, recall, and F1 score ensures a comprehensive assessment of their 

predictive capabilities.  

To deepen our analysis, we leverage confusion matrices, a powerful tool that allows us to delve into the intricacies 

of model performance. The confusion matrix provides a breakdown of true positives, true negatives, false positives, 

and false negatives, offering insights into the model's ability to correctly predict positive and negative instances, as 

well as potential errors in classification. By incorporating confusion matrices into our evaluation metrics, we gain a 

nuanced understanding of each algorithm's strengths and weaknesses, particularly in the context of customer churn 

prediction.  

Table 1 illustrates the confusion matrix results for each algorithm, providing a detailed breakdown of their predictive 

performance. 

Table 1: Confusion Matrix 

 Importantly, our strategy is not anchored solely in proclaiming a single "best" algorithm; rather, we recognize the 

dynamic nature of machine learning applications and the context-specific effectiveness of models. While we 

showcase the outcomes of the algorithm that performs optimally in our specific scenario, we provide transparent 

access to the results of alternative models, accompanied by their respective confusion matrix analyses. This 

transparency allows stakeholders, including telecom practitioners and researchers, to explore and understand the 

comparative performance of each algorithm, scrutinizing their predictive capabilities with a more detailed lens. 

 By adopting this inclusive strategy and integrating confusion matrix analysis, we aim to contribute not only to the 

advancement of churn prediction methodologies but also to provide a valuable resource for practitioners seeking 

adaptable solutions tailored to their unique operational contexts. Our methodology embraces the diversity of available 
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algorithms, offering a nuanced perspective that empowers decision-makers to select models aligning with their 

priorities and objectives in the dynamic telecommunications landscape. 

 

MODEL OVERVIEW: 

In our pursuit of optimizing churn prediction in the telecommunications industry, we leveraged a diverse set of 

machine learning algorithms, each contributing unique strengths to the predictive modeling landscape. The following 

is a comprehensive overview of the models employed in our study: 

1. Support Vector Machine (SVM): 

   - Principles: SVM operates by finding the optimal hyperplane that best separates different classes within the data 

space. It is particularly effective in high-dimensional spaces and nonlinear datasets through the use of kernel 

functions. 

   - Strengths: SVM is renowned for its versatility and effectiveness in handling complex relationships within data. It 

often excels in scenarios with intricate decision boundaries. 

2. Logistic Regression: 

   - Principles: Despite its name, logistic regression is a classification algorithm used to predict the probability of an 

instance belonging to a particular class. It employs the logistic function to model binary outcomes. 

   - Strengths: Logistic regression is simple yet powerful, offering interpretability and ease of implementation. It is 

well-suited for scenarios where understanding the impact of individual features is crucial. 

3. Random Forest: 

   - Principles: Random Forest is an ensemble learning method that constructs a multitude of decision trees during 

training. The final prediction is made by averaging the predictions of individual trees. 

   - Strengths: Random Forest excels in handling large datasets and mitigates overfitting, providing robust predictions. 

Its ensemble nature ensures resilience to individual tree variations. 

4. K-Nearest Neighbors (KNN): 

   - Principles: KNN is a non-parametric, instance-based learning algorithm. It classifies instances based on the 

majority class of their k nearest neighbors in the feature space.   - Strengths: KNN is intuitive, particularly in scenarios 

where decision boundaries are irregular. Its simplicity and adaptability make it a valuable inclusion in our ensemble. 

Figure 1: Architecture Diagram 
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This model overview lays the foundation for our subsequent analysis and comparison of these algorithms in the 

context of predicting customer churn in the telecommunications sector. Each model contributes distinct advantages, 

and their ensemble enables a robust and comprehensive approach to the challenges posed by customer churn. 

 

USER-CENTRIC PREDICTIONS: 

User-Centric Predictions in the context of our study on customer churn prediction in the telecommunications industry 

represent a paradigm shift in how machine learning models interact with and serve the end-users, particularly telecom 

practitioners and decision-makers. In traditional predictive modeling, the focus often lies on the overall accuracy and 

generalization of the model. However, the unique feature of our approach lies in its adaptability to individual user 

needs and preferences. In our methodology, we have integrated a user-centric design that empowers stakeholders to 

selectively predict churn for specific customers of interest. This customization is achieved through a thoughtful 

implementation that allows users to input or select particular customer identifiers, enabling the model to generate 

predictions tailored to those specific entities.  

This user-driven flexibility enhances the practical applicability of our predictive models in real-world scenarios. The 

user-centric predictions extend beyond the generic churn prediction landscape, providing telecom practitioners with 

a tool that aligns with their day-to-day operational demands. For instance, a user, whether a customer retention 

manager or marketing strategist, can input the details of high-value or strategically important customers and receive 

predictions tailored to that subset. This level of specificity allows for targeted and personalized interventions to retain 

key customers, thereby maximizing the impact of churn prediction strategies. Moreover, the user-centric approach 

fosters a sense of ownership and control. Telecom practitioners are not merely recipients of model outputs but actively 

engage in the decision-making process. This involvement can lead to more effective and actionable strategies, as 

decisions are made with a nuanced understanding of the specific context and priorities of the telecom provider. The 

flexibility of our approach also caters to evolving business dynamics. Telecom providers often face shifting priorities 

and changing landscapes.  

By putting the power of prediction into the hands of users, our user-centric design ensures adapt ability to new 

business objectives, emerging trends, or alterations in the competitive environment. In conclusion, user-centric 

predictions redefine the utility of churn prediction models, transforming them from static tools to dynamic resources 

that are finely attuned to the needs of the end-users. This personalized approach enhances the relevance and impact 

of our predictive models in the fast-paced and ever-evolving telecommunications sector, where strategic decisions 

can be the difference between retaining valued customers and facing increased churn rates. 

 

DISCUSSION: 

The discussion section of our study on predicting customer churn in the telecommunications industry serves as the 

interpretative core, where we delve into the implications of our findings, compare the performance of different 

classifiers, and provide insights for telecom practitioners and researchers. Our comparative analysis reveals nuanced 

distinctions among the employed machine learning classifiers – Support Vector Machine (SVM), Logistic 

Regression, Random Forest, and K-Nearest Neighbors (KNN). Each classifier demonstrates unique strengths and 

weaknesses in predicting customer churn, offering telecom providers a diverse set of tools for strategic decision-

making. By examining the performance metrics such as accuracy, precision, recall, and F1 score, we gain a 

comprehensive understanding of how each classifier excels in specific aspects. For instance, while SVM may 

showcase robustness in handling complex decision boundaries, Logistic Regression's simplicity allows for 

transparent interpretation of feature importance. Random Forest, with its ensemble nature, proves effective in 

mitigating overfitting and ensuring robust predictions. KNN, relying on local patterns, shines in scenarios with 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 08 Issue: 04 | April - 2024                         SJIF Rating: 8.448                                    ISSN: 2582-3930    

 

© 2024, IJSREM      | www.ijsrem.com                                                                                                                   |        Page 7 

irregular decision boundaries. Crucially, the integration of confusion matrices enriches our analysis by providing a 

detailed breakdown of true positives, true negatives, false positives, and false negatives. This nuanced examination 

of model performance aids in identifying areas where classifiers excel or falter, guiding practitioners in understanding 

the intricacies of prediction outcomes. Unexpected variations in classifier performance offer fertile ground for 

exploration within the discussion. Whether certain classifiers excel in scenarios of high data imbalance or nonlinear 

relationships, these insights contribute to the evolving understanding of machine learning applications in telecom 

churn prediction. Moreover, our user-centric predictions, allowing stakeholders to selectively predict churn for 

specific customers, represent a groundbreaking approach in adapting machine learning to the unique needs of telecom 

providers. The discussion explores the practical implications of this feature, emphasizing its potential for personalized 

customer retention strategies and its alignment with the dynamic operational landscape of the telecommunications 

industry. In essence, the discussion section serves as the bridge between our results and their real-world applications. 

It invites telecom practitioners and researchers to not only comprehend the nuances of classifier performance but also 

to envision and implement strategies that harness the diverse strengths of machine learning in addressing the 

challenges of customer churn in telecommunications. In addition to evaluating the performance of different machine 

learning classifiers, our discussion also addresses the techniques employed to enhance the accuracy of these models, 

notably through normalization and standardization of data. Normalization and standardization are preprocessing steps 

aimed at improving model performance by ensuring that input features are on a similar scale. Normalization scales 

the numerical features to a range between 0 and 1, while standardization transforms the data to have a mean of 0 and 

a standard deviation of 1. By applying normalization and standardization techniques, we mitigate the impact of 

varying scales and units across different features, thereby enhancing the effectiveness of the machine learning 

algorithms in discerning meaningful patterns from the data. This preprocessing step promotes better convergence 

during model training and improves the overall stability and robustness of the classifiers. Moreover, normalization 

and standardization contribute to the interpretability of the models by making the coefficients or feature importance 

scores more comparable across different features. This enables telecom practitioners to more accurately interpret the 

relative importance of each feature in influencing churn predictions. Furthermore, normalization and standardization 

help address potential issues related to data sparsity or outliers, which can adversely affect the performance of 

machine learning models. By transforming the data to a standardized scale, we reduce the sensitivity of the classifiers 

to outliers and ensure more reliable predictions, particularly in scenarios with heterogeneous datasets. Overall, the 

incorporation of normalization and standardization techniques underscores our commitment to optimizing model 

accuracy and reliability in predicting customer churn. These preprocessing steps play a vital role in preparing the 

data for analysis and contribute significantly to the overall performance and interpretability of the machine learning 

classifiers deployed in our study. 

 

RESULTS: 

In our pursuit of enhancing the accuracy of churn prediction models, we employed a multifaceted approach, 

incorporating various techniques aimed at optimizing model performance. One key strategy involved normalization 

and standardization of input features, addressing issues related to varying scales and units. By preprocessing the data 

in this manner, we aimed to promote better convergence during model training, ultimately leading to improved 

predictive accuracy. This preprocessing step proved particularly effective in mitigating the impact of disparate feature 

scales, resulting in models that exhibited enhanced performance across all evaluated metrics. 

Additionally, we undertook extensive feature engineering efforts, drawing upon domain knowledge and insights 

gained from exploratory data analysis. Through the creation of new features and transformation of existing ones, we 

sought to better capture underlying patterns indicative of churn behavior. This meticulous feature engineering process 

significantly augmented the discriminatory power of the models, enabling them to make more accurate predictions. 
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By encoding domain-specific insights into the feature set, we enhanced the models' ability to discern subtle nuances 

in customer behavior, ultimately leading to more reliable churn predictions. 

Furthermore, systematic hyperparameter tuning played a pivotal role in optimizing the configuration of each machine 

learning algorithm. Through exhaustive search and cross-validation, we fine-tuned model parameters to maximize 

predictive performance. This iterative process enabled us to identify optimal hyperparameter settings, resulting in 

models that exhibited superior accuracy and generalization capabilities. By fine-tuning model parameters to the 

specific characteristics of the dataset, we were able to extract maximum predictive power from the algorithms 

employed. 

Ensemble learning techniques, such as bagging and boosting, were also instrumental in augmenting predictive 

accuracy. By combining predictions from multiple base models, ensemble methods harnessed the collective wisdom 

of diverse algorithms, mitigating the risk of overfitting and improving the robustness of predictions. Through model 

stacking, a meta-learning approach that combines predictions from multiple base models using a secondary "meta-

learner," we further elevated predictive accuracy. This integration of ensemble learning and model stacking facilitated 

the construction of more powerful predictive models, capable of capturing subtle nuances in churn behavior. 

In summary, the implementation of these techniques culminated in churn prediction models that exhibited 

significantly enhanced accuracy and reliability. By systematically exploring and integrating various optimization 

strategies, we have succeeded in developing predictive models that offer actionable insights for telecom practitioners, 

empowering them to proactively manage customer churn and foster long-term customer relationships. 

 

 

CONCLUSION: 

In the dynamic telecommunications industry, maintaining a loyal customer base is crucial for long-term success. Our 

study delved into the realm of machine learning algorithms to enhance churn prediction strategies, which help 

anticipate when customers might switch to a competitor's service. We evaluated various methods including Support 

Vector Machine (SVM), Logistic Regression, Random Forest, and K-Nearest Neighbors (KNN) to identify the most 

effective approach. Through rigorous testing and evaluation, we assessed each method's predictive capabilities using 

metrics like accuracy, precision, and recall, along with techniques like confusion matrices to delve deeper into 

performance nuances. One significant aspect of our research was the development of a user-centric approach, 

enabling telecom companies to predict churn for specific customers. This personalized prediction capability enhances 

the practical utility of our methods, empowering decision-makers to tailor retention strategies for individual 

subscribers. By fostering transparency and accessibility in our methodology, we provide telecom practitioners with 

a comprehensive toolkit to navigate the complexities of customer churn management effectively.  

In summary, our study contributes to the telecommunications industry's ongoing efforts to proactively address 

customer churn challenges. By leveraging advanced machine learning techniques and incorporating user-centric 

features, we strive to equip telecom providers with the insights and tools needed to adapt and thrive in an ever-

evolving landscape. 
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