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Abstract— Customer churn, the phenomenon where 
customers cease their relationship with a business, is a 
critical concern for e-commerce platforms striving for 
sustained growth and profitability. Predicting churn in 
advance can empower businesses to implement proactive 
retention strategies, thereby mitigating revenue loss and 
enhancing customer satisfaction. In this study, we propose 
a machine learning-based approach to predict customer 
churn in e-commerce settings. We begin by collecting 
extensive data encompassing various customer attributes, 
transactional history, browsing behavior, and engagement 
metrics. Leveraging this rich dataset, we employ state- 
of-the-art machine learning algorithms such as logistic 
regression, random forests, gradient boosting machines, 
and neural networks for predictive modeling. Feature 
engineering techniques are applied to extract meaningful 
patterns and insights from the raw data, enhancing the 
predictive performance of the models. By deploying the 
developed predictive model into production environments, 
businesses can proactively identify at-risk customers and 
tailor targeted retention strategies to mitigate churn. The 
results demonstrate the effectiveness of machine learning 
in accurately predicting customer churn in e-commerce, 
enabling businesses to proactively implement retention 
strategies and enhance customer engagement. 

 
Index Terms— Machine learning, E-commerce, Logistic re- 

gression, Decision tree, Random forest algorithm. 

 

I. INTRODUCTION 

Client churn or waste is one of the most pivotal 

problems for any business that directly sells or serves 

guests,E-Commerce or SaaS businesses it’s important to 

track and assay how numerous guests are leaving the 

platform and how numerous are sticking and the reasons 

behind them[1]. Knowing client geste can greatly enhance 

decision- making processes and can further help reduce 

churn to ameliorate profitability. In this composition, 

we’re going to assay ane-commerce dataset and find the 

stylish model to prognosticate client churn. But before 

probing into analysis let’s have a brief look at what’s churn 

client churn can be defined as the rate at which guests 

leave a platform or service. And client churn analysis is 

the system of analysing the rate. There are generally two 

kinds of churn. E-Commerce situation can be in one of 

four countries new, active, inactive, or churned[2]. The 

assiduity’s success is entirely grounded on its capacity to 

keep guests engaged for an extended period. Because of 

the assiduity’s fierce contest, carrying a new consumer is 

fairly expensive. In the event of a new client, a estab- 

lishment’s fiscal break indeed( return on investment) is 

generally reached only after the client completes a many 

deals over time[3]. Active consumers are the backbone 

of every E- Commerce business, and businesses should 

pay special attention to those who may come inactive 

and churn latterly. Statistical ways and machine literacy 

strategies are exemplifications of methodologies that can 

be used to anticipate prospective customer development. 

client data collected by B2CE-Commerce companies are a 

great source of information because it allows for assaying 

different consumers copping patterns[4]. The liability of 

a customer churn is anticipated via churn vaticination. 

It reduces the cost of acquiring new guests while also 

aiding in client retention. It takes more marketing time 

and plutocrat to develop a new customer than to keep an 

living consumer[5]. guests who are reluctant to make a 

purchase or are prepared to switch shopping spots due to 

fiscal enterprises can be converted and gripped. They can 

anticipate norms and variety in product immolations[6]. 

Guests leaving for essential and necessary reasons are free 

to do so. In a contract script, a client relationship indicates 

that the establishment and the customer work together[7]. 

Churn Analysis is one of the world wide used analysis 

on Subscription acquainted diligence to client actions to 

prognosticate the guests which are about to leave the 

service agreement from a company. Both parties rights 

and scores are easily stated in the contract. The customer 

must complete the necessary responsibility following the 

contract to enjoy the applicable freedom after subscribing 

an agreement with the establishment[8]. 
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II. METHODOLOGY 

A. Background 

Customer churn prediction is a critical task for busi- 

nesses across various industries. It involves identifying 

customers who are likely to stop using a company’s 

products or services. Machine learning techniques have 

emerged as powerful tools for predicting churn, enabling 

businesses to take proactive measures to retain customers 

and maintain for customer churn prediction using machine 

learning, covering data collection, prepro- cessing, feature 

engineering, model selection, evaluation, and deployment 

considerations. 

Customer churn, the phenomenon where customers 

discontinue their relationship with a business, poses sig- 

nificant challenges for companies seeking to maintain sus- 

tainable growth and profitability. Predicting churn allows 

businesses to intervene with targeted retention efforts, 

thereby reducing revenue loss and fostering customer 

loyalty. Machine learning offers powerful tools to analyze 

historical data and uncover patterns indicative of potential 

churn[10]. This paper provides a comprehensive method- 

ology for leveraging machine learning in customer churn 

prediction. 

B. Methodology 

1. Data Collection :- The first step in customer churn 

prediction is to gather relevant data. This includes cus- 

tomer demographics, transaction history, product usage, 

customer service interactions, and any other informa- 

tion that may be indicative of churn. Data sources may 

vary depending on the industry and the nature of the 

business[11]. For example, an e-commerce company may 

collect website browsing behavior, purchase history, and 

customer feedback, while a telecommunications company 

may gather call records, subscription plans, and customer 

support interactions. 

2. Data Preprocessing :- Clean the data by handling 

missing values, removing duplicates, and dealing with 

outliers. Additionally, preprocess the data by encoding 

categorical variables and scaling numerical features. 

3. Data Cleaning :- Handle missing values: Missing 

data can adversely affect model performance. Techniques 

such as mean imputation, median imputation, or deletion 

of missing records can be employed.Remove duplicates: 

Duplicate records may skew the analysis and lead to 

biased results. Removing duplicates ensures the integrity 

of the dataset. 

4. Feature Engineering :- Feature extraction: Extract 

relevant features from the raw data that can capture the 

underlying patterns related to churn. This may include 

aggregating transaction data, calculating customer tenure, 

or deriving behavioral metrics. In Feature transformation 

transform features to make them more suitable for mod- 

eling[12]. This may involve scaling numerical features, 

encoding categorical variables, or creating binary indi- 

cators. In Feature selection Select a subset of features 

that are most predictive of churn. Use techniques such 

as correlation analysis, feature importance ranking, or 

model-based selection methods. 

5. Model Selection :- After preprocessing the data and 

engineering relevant features, the next step is to select an 

appropriate machine learning model for churn prediction. 

Classification Algorithms:- 

• Logistic Regression: It is a simple algorithm for binary 

classification tasks. It models the probability of churn 

as a function of the input features. 

• Decision Trees: Non-linear models that partition the 

feature space into regions, making them interpretable 

and easy to visualize. 

• Random Forests: Ensemble learning technique that 

combines multiple decision trees to improve predic- 

tive performance and robustness. 

• Gradient Boosting Machines (GBM): It is a powerful 

ensemble learning technique used in both regres- 

sion and classification tasks.They belong to boosting 

algorithms, which combine multiple weak learners 

sequentially to create a strong predictive model. 

• Support Vector Machines (SVM): Effective for high- 

dimensional data and non-linear decision boundaries 

6. Model Evaluation :- Once the model is trained, it 

needs to be evaluated using appropriate metrics to assess 

its performance and generalization capabilities. 

• Performance Metrics: Assess model performance us- 

ing a combination of evaluation metrics tailored to 

the specific business context and objectives. Interpret 

the implications of evaluation metrics in the con- 

text of business costs, benefits, and operational con- 

straints to prioritize model performance objectives. 

• Cross-Validation: Employ cross-validation techniques 

such as k-fold cross-validation or stratified cross- 

validation to estimate model generalization perfor- 

mance and mitigate overfitting. 

7. Deployment Considerations:- After selecting and eval- 

uating the model, it needs to be deployed in a production 

environment for real-time churn prediction. 

• Scalability: Design scalable architectures and work- 

flows capable of handling large volumes of data and 

supporting real-time or batch predictions. 

• Real-time Prediction: Implement streaming data pro- 

cessing pipelines or micro services architectures to 

enable real-time churn prediction and intervention. 

Integrate with operational systems, marketing plat- 

forms, or customer engagement channels to trigger 

timely retention actions based on churn predictions. 

• Model Monitoring and Maintenance: Establish mon- 

itoring mechanisms to track model performance 

degradation, data drift, and concept drift over time. 

By following the methodology outlined in this paper, 

businesses can leverage machine learning techniques to 

accurately predict churn, implement targeted retention 

strategies, and ultimately improve customer satisfaction 

and loyalty. 
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III. PROPOSED SYSTEM customers at risk of churn, formulate targeted retention 

strategies, and foster long-term customer relationships, 

thereby enhancing profitability and sustaining competitive 

advantage in dynamic market environments. 

IV. ALGORITHM 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1.  Proposed System 

 

We used machine learning models to create a single- 

page web application for customer churn prediction. We 

taken here exploratory data predict to identify missing 

values and other some variables, and columns that have 

a high impact on customer churn in some few years. 

Our dataset includes 5630 unique client IDs, and all 

columns with n = 5630 have no missing values. We then 

split the data into a 90 percent training dataset and a 

10 percent test dataset. We trained two base learners - 

Logistic Regression, Decision Trees, Random Forests[13]. 

The proposed system for customer churn prediction 

using machine learning encompasses a comprehensive 

methodology aimed at effectively anticipating and mitigat- 

ing customer attrition. At the core of this system lies the 

integration of machine learning techniques with robust 

data preprocessing, feature engineering, model selection, 

evaluation metrics, and deployment considerations. 

Initially, data collection from diverse sources including 

customer demographics, transaction history, and interac- 

tion logs forms the foundation. Following this, meticulous 

data preprocessing techniques ensure data integrity by 

handling missing values, removing duplicates, and treating 

outliers[14]. Feature engineering plays a pivotal role in en- 

riching the dataset with derived features such as customer 

tenure, transaction frequency, and engagement metrics. 

Subsequently, a range of classification algorithms includ- 

ing logistic regression, decision trees, random forests, and 

support vector machines are evaluated for their efficacy 

in predicting churn. Hyperparameter tuning further opti- 

mizes model performance to achieve the desired predic- 

tive accuracy. 

Model evaluation employs a suite of performance met- 

rics such as accuracy, precision, recall, and F1-score, 

providing insights into the model’s effectiveness. Cross- 

validation techniques ensure robustness and generaliza- 

tion of the predictive models. Deployment considerations 

encompass scalability, real-time prediction capabilities, 

and interpretability of the model, ensuring its practical 

applicability in real-world scenarios[15]. By implementing 

this proposed system, businesses can proactively identify 

A. Decision Tree 

Decision Tree is a Regulated learning procedure that can 

be utilized for both characterization and Relapse prob- 

lems, however for the most part it is liked for taking care of 

Order issues. It is a tree-organized classifier, where interior 

hubs address the highlights of a dataset, branches rep- 

despise the choice guidelines and each leaf hub addresses 

the outcome[16]. 

In a Decision tree, there are two hubs, which are the 

Choice Hub and Leaf Hub. Choice hubs are utilized to 

go with any choice and have different branches, while 

Leaf hubs are the result of those choices and contain no 

further branches. The choices or the test are performed 

based on elements of the given dataset. It is a graphical 

portrayal for getting every one of the potential answers for 

an issue/choice in view of given conditions. It is known as 

a choice tree in light of the fact that, like a tree, it begins 

with the root hub, which develops further branches and 

builds a tree-like construction. 
 

Fig. 2.  Decision Tree 

 

 

Step-1: Start the tree with the node of root 

Step-2: Track down the best quality in the dataset 

utilizing Trait Determination Measure (ASM). 

Step-3: Partition the S into subsets that contains poten- 

tial qualities for the best ascribes. 

Step-4: Produce the choice tree hub, which contains the 

best quality. 

Step-5: Recursively settle on new choice trees utilizing 

the subsets of the dataset made in step - 3. Proceed with 

this interaction until a phase is reached where you can’t 

further characterize the hubs and called the last hub as a 

leaf hub. 

B. Random Forest 

Random is a famous AI calculation that has a place 

with the managed learning procedure. It can be utilized 

http://www.ijsrem.com/
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for both Order and Relapse issues in AI. It depends on the 

idea of en-semble realizing, which is a course of joining 

numerous classifiers to tackle a perplexing issue and to 

work on the presentation of the model[17]. 

"Random Forest is a classifier that contains various 

choice trees on subsets of the given dataset " Rather than 

depending on one choice tree, the arbitrary timberland 

takes the forecast from each tree and in light of the larger 

part votes of expectations, and it predicts the last result. 
 

 

 

 

 

Fig. 4.  Logistic Regression 

 

 

V. RESULTS 

A. Dataset 

For this project, we have used the following dataset 

from Kaggle. Dataset contains 5630 rows and 20 columns. 
 

 

 

 

Fig. 3.  Random Forest 

 

Step-1: Select arbitrary K data of interest from the 

preparation set. 

Step-2: Fabricate the choice trees related with the chose 

pieces of information (Subsets). 

Step-3: Pick the number N for choice trees that you 

need to construct. 

Step-4: Re-hash Stage 1 and 2. 

Step-5: For new pieces of information, find the ex- 

pectations of every choice tree, and appoint the new 

information focuses to the classification that wins the 

larger part casts a ballot. 

C. Logistic Regression 

Logistic regression is utilized for paired order where 

we utilize sigmoid capability, that accepts input as in- 

subordinate factors and delivers a likelihood esteem 

somewhere in the range of 0 and 1. 

For instance, we have two classes Class 0 and Class 

1 in the event that the worth of the strategic capability 

for an info is more noteworthy than 0.5 (edge esteem) 

then it has a place with Class 1 it has a place with Class 

0. It’s alluded to as relapse since it is the expansion of 

straight relapse however is mostly utilized for arrangement 

problems[18]. Logistic regression is widely used because 

of its simplicity, interpretability, and efficiency. It’s also 

a fundamental building block in more complex machine 

learning algorithms and techniques. 

Step 1: Information Pre-handling 

Step 2: Fitting Calculated Relapse to the Preparation 

Step 3: Foreseeing the Experimental outcome 

Step 4: Test precision of the outcome 

Step 5: Picturing the preparation set outcome 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.  Dataset 

 

 

B. The distribution of Tenure column 

Less tenure has more probability to churn maximum 

tenure is more than 20, after that there are low chances 

that customer will churn. The below graph shows rela- 

tionship between tenure and churning. The lesser tenure, 

then most chances to churn. So, one of the best way to 

reduce customer churning would be to keep the customer 

for longer tenure, so it lower the chances of churning.. 

 

Fig. 6.  The distribution of Tenure column 

http://www.ijsrem.com/
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C.  Unqiue values in PreferedOrderCat column. 

As we can see from the figure below, there are 2 

redundant categories, Mobile and Mobile Phone. 

F. Variation of Number of Devices Registered and Churn. 

Here customers with most number of registered devices 

are likely to churn. May be they are facing some issues 

with multiple devices or the interface doesn’t work prop- 

erly on another devices. For an E-Commerce website, the 

interface is more important for user engagement. 
 

 

Fig. 7.  Unqiue values in PreferedOrderCat column 

 

 

D. Preferred Order Category and Churn. 

We can plot the Preferred order category and see 

variation with Churn. The customers who churn more 

prefer mobile phones. This means there is some issue 

with mobile phones. Either the quality is not proper or 

the services are bad. Maybe customers prefer to buy other 

things like grocery or laptop or other, in-person. 

 

 

 

 

 

 

 

 

 

Fig. 10.  Number of Devices Registered and Churn 

 

 

 

G. Variation of WareHouseToHome columns and Com- 

plaint column with Churn. 

From the below figure, we can see that most of the 

customers that churn are having most of complaints. 

It shows that the organisation or the company should 

focus on solving the customer problems. We can say that 

complaints is one of the valid reasons for customer churn. 
 

 

 

 

 

 

 

 

Fig. 8.  Preferred Order Category and Churn 

 

 

E. Variation of Gender and Churn. 

Here we got 17.73 percent result. Male customers are 

most likely to churn. On an average almost 18 percent 

Male customers are churn. 

 

 

 

Fig. 11.  Variation of WareHouseToHome 

 

 

 

H. Which Category is preferred mostly? 

From the graph, we can see here that the preferred 

category is Laptop and Accessory. 

 

 
Fig. 9.  Variation of Gender and Churn Fig. 12.  Category is preferred mostly 

http://www.ijsrem.com/
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I. Correlation of Satisfaction Score and Cashback 

Amount. 

In below graph, we all can understand that cashback 

amount is not directly related to satisfaction score. 

L. Logistic Regression. 

As we have seen, the accuracy of Logistic Regression 

came out to be 88 percent. However, in an imbalanced 

dataset, we don’t just depend on accuracy to evaluate the 

performance of the model. So, let’s watch at the value 

of precision and recall. Precision for class 0.0(not churn) 

came out to be 0.90 and for class 1.0 is (churn) came out 

to be 0.75. Recall for class 0.0is (not churn) came out to 

be 0.96 and for class 1.0(churn), it came out be 0.54. The 

main idea behind project is to predict churning. So, after 

using logistic regression, we can again see the values of 

precision and recall were very low for Churn class[20]. 
 

 

 

 

Fig. 13.  Correlation of Satisfaction Score and Cashback Amount 

 

J. Splitting into training and testing dataset. 

For splitting the dataset, we have used train test split 

method from sklearn model selection library. we can 

import here train test split method and split the dataset. 

So, for, we have splitted the dataset in a way that 70 

percent of the dataset is for training and rest 30 percent 

is for testing. We can use any ratio, like 60:40, 70:30, 80:20 

as per the dataset given. 

 

Fig. 14.  Split into training and testing dataset 

 

 

 

 

 

 

 

 

Fig. 15.  Logistic Regression 

M. Random Forest 

As we can see in the screenshot below, the accuracy for 

Random Forest came out to be 0.96. Then the values of 

precision and recall for Churn class were 0.96 and 0.84. 

So, by looking at these values, we can say that Random 

forest performed fairly well on the dataset. 

 

K. Model Training. 

Model training is one of most important steps while 

doing a prediction. Here we need to try a lot of machine 

learning algorithms to see which one is performing best 

on the dataset. The performance of algorithms is largely 

depend on the quality of data. To evaluate the perfor- 

mance of the different algorithms we use function like 

accuracy score which calculates the accuracy of model, 

other function can be confusion matrix[19]. You might 

find it very intense if you are listening the names of these 

functions for the first time. If accuracy of the model is 

90 percent, it means that it will the predicted 90 percent 

of the samples or records correctly. Before understanding 

precision, recall, here we need to know certain terms like 

true positive, true negative, false positive, false negative. 

• True Positive: This means the records that are labeled 

as positive and are positive in reality. 

• True Negative: This means the records that are la- 

beled as negative and are negative in reality. 

• False Positive: This means the records that are labeled 

as positive but are negative in reality. 

• False Negative: This means the records that are neg- 

ative but are actually positive. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

N. Decision Tree 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 16.  Random forest 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17.  Decision Tree 
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Decision tree model given an accuracy of the 0.87. The 

values for the precision and recall are 0.71 and 0.47 for 

each one. The recall for churn classes is very low, here 

which shows the bad performance of the model. 

O. AdaBoost 

Here Adaboost model gave an accuracy of 0.89. The 

precision values and recall values are 0.75 and 0.58 re- 

spectively. The recall value is very low, which shows the 

poor performance of the model here. Till now, we have 

used here many different supervised machine learning al- 

gorithms like Logistic Regression, Decision Trees, Random 

Forest and AdaBoost. Out of all this many algorithms, 

the performance of Random Forest has the best with an 

accuracy of 96 percent and F1-score of 0.87. 

Q. Extracting top 20 features 

To extract the top 20 features here , first we have to sort 

all the features as per their contribution in a table. 

 

Fig. 20.  Extracting top 20 features 

 

 

R. Training Random Forest Model using top 20 features 

Random Forest performed properly well on the dataset 

using these top 20 features as well. 
 

 

 

 

 

 

 

 

 

 

 

Fig. 18.  AdaBoost 

 

P. Handling imbalance dataset 

After applying SMOTE algorithm, we got a new set of 

training and testing dataset, x train sm and y train sm. 

ADASYN:- After applying ADASYN algorithm, we got a 

new set of training and testing dataset, x train sm and y 

train sm. One important thing that remain stable, before 

using any of the technique’s and after using technique’s 

like SMOTE, was that Random Forest outperformed all 

the algorithms. Random Forest without any im-balancing 

technique gives an accuracy in form of 0.96. So, here we 

decided to go with this algorithm and try to improve its 

performance. 

 

 

 

 

 

 

Fig. 21.  Training Random Forest Model using top 20 features 

 

Now, we are done with part implementation. 

VI. OUTPUT OF APPLICATION 

1) When we open an application there is an option, 

whether we have to give input data manually or upload 

csv file. 

 
 

Fig. 19.  Handling imbalance dataset 
Fig. 22. Select option whether enter detail manually or to upload a csv 

file. 
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2) After selecting input data option there is first stage 

is user details in that we have to select gender , select 

martial status , select city tier, select number of registered 

addresses with the company, select number of months the 

customer has stayed with the company, select number 

of registered devices with the company, select number 

of hours spent on app/website in last month, select pre- 

ferred Login Device of customer, select distance between 

warehouse to home of customer (in KM), select preferred 

Payment Mode. 

4) Then finally it will predict whether the customer will 

churn or not or either he is on verge of churning. 

 

 

 

 

 

 

 

 

Fig. 25. Press predict button it will show the result whether the customer 

will churn or not. 

 

5) In Upload Csv File option , upload a dataset file then 

press predict button , it will predict for all the customer 

whether the customer will churn or not. 
 

 

 

 

 

 

 

 

Fig. 23.  Fill user deatails. 

 

3) Then after this we have select the order details in this 

we have to select number of days since last order, select 

number of orders placed in last month, select preferred 

order category in last month, select average cashback 

customer received last month?, select total number of 

coupons used last month?, select percentage increase in 

orders since last year, select how satisfied customer is 

with your customer service?, select as customer filed any 

complaints in last month. 

 

Fig. 24.  Fill order details. 

 

 

 

 

 

 

 

Fig. 26.  Upload CSV file then press predict button. 

 

 

VII. CONCLUSION 

Customer churn prediction is a critical task for busi- 

nesses across various industries, as retaining existing 

customers is often more cost-effective than acquiring 

new ones. customer churn prediction is a vital compo- 

nent of customer relationship management and business 

strategy.By accurately identifying customers at risk of 

churn, businesses can implement targeted retention ef- 

forts, improve customer satisfaction, and drive long-term 

profitability. However, achieving effective churn prediction 

requires overcoming various challenges, leveraging ad- 

vanced methodologies, and adapting to evolving customer 

behavior. As businesses continue to prioritize customer 

retention, the field of churn prediction will likely evolve 

with advancements in technology, data analytics, and 

customer-centric strategies. Ultimately, successful churn 

prediction empowers businesses to build stronger rela- 

tionships with their customers and thrive in an increas- 

ingly competitive marketplace. By leveraging predictive 
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analytics and data-driven insights, businesses can proac- 

tively mitigate churn, cultivate customer loyalty, and thrive 

in an increasingly competitive digital landscape. 
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