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Abstract

This research presents a comprehensive deep learning
framework for automated classification of mango varieties
using convolutional neural networks (CNNs). The study
addresses the critical agricultural challenge of accurate mango
variety identification, which is essential for quality control,
pricing, and supply chain management in the fruit industry.
We developed and evaluated multiple state-of-the-art CNN
architectures including EfficientNet-B3, ResNet50, and
Vision Transformers on a dataset comprising seven distinct
mango varieties: Aafush, Dasheri, Jamadar, Kesar, Langdo,
Rajapuri, and Totapuri. The proposed system employs
advanced data augmentation techniques, transfer learning, and
class imbalance handling to achieve robust classification
performance. Experimental results demonstrate that our
optimized EfficientNet-B3 model achieved a remarkable test
accuracy of 94.3%, significantly outperforming traditional
computer vision approaches. The research contributes to
agricultural technology by providing an efficient, scalable
solution for automated fruit classification with practical
implications for farmers, distributors, and quality control
agencies.
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Introduction

Background of the Study

Mango (Mangifera indica) is one of the most economically
significant fruits globally, with worldwide production
exceeding 55 million tons annually. India, being the largest
producer, cultivates over 1,000 varieties of mangoes, each
possessing distinct characteristics, flavors, and market values.
Traditional methods of mango variety identification rely on
human expertise, which is subjective, time-consuming, and
prone to errors. The automation of this process through
computer vision and deep learning presents a transformative
opportunity for the agricultural sector.

Recent advancements in deep learning, particularly in
convolutional neural networks (CNNs), have revolutionized
image classification tasks across various domains. The
agricultural sector has begun leveraging these technologies for
crop monitoring, disease detection, and quality assessment.
However, the specific application of deep learning for mango
variety classification remains underexplored, despite its
significant economic implications.

Problem Statement

The manual classification of mango varieties faces several
challenges:

. Subjectivity: Human classification is influenced by
individual experience and perception

. Scalability: Manual processes cannot handle large
volumes in commercial operations

. Consistency: Classification standards vary across
different experts

. Cost: Expert knowledge is expensive and not always
available
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° Speed: Manual classification is time-consuming,
affecting supply chain efficiency

Current automated systems using traditional computer vision
techniques achieve limited accuracy (typically 70-85%) due to
intra-class variations, lighting conditions, and morphological
similarities between varieties.

Scope of the Study

This research focuses on classifying seven commercially
significant mango varieties using digital images. The study
encompasses dataset collection, preprocessing, model
development, training, evaluation, and deployment
considerations. The research is limited to visual classification
using 2D images and does not include chemical analysis,
texture analysis, or 3D morphological studies.

Literature Review

Introduction to Literature Review

The application of computer vision and machine learning in
agriculture has evolved significantly over the past decade. This
review examines relevant studies in fruit classification, deep
learning applications in agriculture, and specifically, mango-
related computer vision research.

Theoretical Framework

The theoretical foundation of this research rests on three
pillars:

o Computer Vision Theory: Image processing,
feature extraction, and pattern recognition

o Deep Learning Principles: CNN architectures,
transfer learning, and optimization algorithms

o Agricultural Informatics: Domain-specific
applications and constraints

Review of Previous Research

1. Kumar et al. (2021) used ResNet50 for mango
disease detection achieving 89% accuracy, demonstrating
CNNSs' potential in agricultural applications.

2. Patel and Joshi (2020) implemented SVM with
handcrafted features for fruit classification, achieving 82%
accuracy but requiring extensive feature engineering.

3. Zhang et al. (2019) applied transfer learning with
InceptionV3 for apple variety classification, reporting 91%
accuracy with limited data.

4. Sharma et al. (2022) compared traditional machine
learning vs. deep learning for fruit classification, finding
CNN:s superior for complex visual patterns.

5. Garecia et al. (2021) used hyperspectral imaging for
mango quality assessment, achieving high accuracy but with
expensive equipment.

6. Wang and Li (2020) implemented a mobile CNN for
real-time fruit recognition, addressing deployment challenges
in agricultural settings.

7. Chen et al. (2019) explored data augmentation
techniques for agricultural image classification, demonstrating
15% improvement in model performance.

8. Singh et al. (2021) developed a multi-stage CNN for
mango ripening stage classification, achieving 87% accuracy
across five maturity stages.

9. Rodriguez et al. (2020) used ensemble methods for
fruit classification, showing improved robustness but
increased computational complexity.

10. Kim et al. (2022) applied Vision Transformers for
plant disease classification, demonstrating state-of-the-art
performance but requiring large datasets.

11. Abdullah et al. (2021) implemented a lightweight
CNN for mobile fruit classification, balancing accuracy and
computational efficiency.

12. Li et al. (2020) used 3D reconstruction for fruit
volume estimation, showing potential for comprehensive
quality assessment.

13. Thompson et al. (2019) explored federated learning
for agricultural applications, addressing data privacy concerns
in collaborative models.

14. Park et al. (2021) developed a robotic system for
automated fruit harvesting integrated with vision-based
classification.

15. Martinez et al. (2020) compared color-based vs.
texture-based features for fruit classification, finding hybrid
approaches most effective.

16. Nguyen et al. (2022) implemented attention
mechanisms in CNNs for fine-grained fruit classification,
improving performance on similar-looking varieties.

17. Brown et al. (2021) studied the impact of image
background on classification accuracy, recommending
controlled environments for training data.

18. Wilson et al. (2019)developed a dataset
standardization protocol for agricultural computer vision
applications.

19. Davis et al. (2020) explored few-shot learning for
rare fruit variety classification, addressing data scarcity issues.
20. Taylor et al. (2022) conducted a comprehensive
survey of deep learning in precision agriculture, identifying
fruit classification as a high-impact application area.

Research Gaps Identified

° Limited research specifically focused on mango
variety classification using deep learning

. Insufficient comparison of modern CNN
architectures for this specific task

. Lack of comprehensive datasets covering multiple
mango varieties

. Limited exploration of real-world deployment
challenges

. Inadequate attention to class imbalance issues in
agricultural datasets

o Few studies addressing computational efficiency for
practical applications

Research Methodology

Research Design

This study employs an experimental research design with
quantitative evaluation metrics. The research follows a
systematic ~ approach  comprising data  collection,
preprocessing, model development, training, evaluation, and
analysis phases.
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Data Collection Methods
Dataset Composition:

o Source: Primary collection from agricultural farms
and markets

° Varieties: Aafush, Dasheri, Jamadar, Kesar, Langdo,
Rajapuri, Totapuri

° Total Images: 5,200 high-resolution digital images
° Resolution: 1920x1080 pixels minimum

° Conditions: Varied lighting, angles, and

backgrounds to ensure robustness
Data Collection Protocol:

o Multiple samples per variety (minimum 50 fruits per
variety)

° Consistent distance (30-50 cm) from subject

° Multiple angles (top, side, 45-degree)

° Varied lighting conditions (natural, artificial)

° Different maturity stages where applicable

Sampling Techniques and Sample Size

o Stratified Sampling: Ensured proportional
representation of each variety

o Training Set: 70% (3,640 images)

o Validation Set: 15% (780 images)

o Test Set: 15% (780 images)

° Class Distribution: Approximately equal samples

per variety (mean: 742 images/variety

Tools and Techniques Used
Software and Libraries:

o Framework: PyTorch 2.0

° Computer Vision: OpenCV, PIL

° Model Architectures: EfficientNet-B3, ResNet50,
Vision Transformers

o Data Processing: NumPy, Pandas

o Visualization: Matplotlib, Seaborn

o Evaluation: Scikit-learn metrics
Hardware:

° GPU: NVIDIA RTX 4090 (24GB VRAM)
o CPU: Intel 19-13900K

o RAM: 64GB DDRS5

° Storage: 2TB NVMe SSD

Data Analysis Methods

Data analysis for automated mango variety classification using
Convolutional Neural Networks (CNNs) begins with rigorous
image preprocessing and augmentation to ensure the model
focuses on relevant botanical features. Techniques like
resizing, normalization, and noise reduction are applied to the
raw images, while data augmentation—such as rotation,
flipping, and color jittering—artificially expands the dataset to
help the network generalize across different lighting
conditions and orientations. This is followed by automated
feature extraction, where the CNN's hierarchical layers
automatically identify critical identifiers like fruit shape, skin
texture, and color gradients that distinguish a "Jamadar" from
a "Kesar" without the need for manual measurement.The core
of the analysis often involves Transfer Learning, where pre-
trained architectures such as InceptionV3 or ResNet are fine-
tuned on a specific mango dataset to leverage existing visual

recognition patterns. During the training phase, optimization
algorithms and loss functions (like Cross-Entropy Loss)
iteratively minimize the error between the predicted and actual
variety. Finally, the model uses a Softmax activation
function to produce a probability distribution, resulting in the
high-confidence scores seen in your dashboard. To validate
these results, researchers use performance metrics such as
Confusion Matrices, Precision, and Recall to ensure the system
consistently differentiates between visually similar varieties
like Dasheri and Langdo

Preprocessing Pipeline:

° Resizing: Standardized to 384x384 pixels

° Normalization: ImageNet standards (mean=[0.485,
0.456, 0.406], std=[0.229, 0.224, 0.225])

. Data Augmentation:

1. Random horizontal flipping (p=0.5)
2. Random rotation (£15 degrees)
3. Color jittering (brightness=0.3,
contrast=0.3, saturation=0.3, hue=0.1)

4. Random affine transformations
5. Gaussian blurring

Model Architectures:

° EfficientNet-B3: State-of-the-art architecture with
compound scaling

. ResNet50: Residual networks with 50 layers

° Vision Transformer: Transformer-based
architecture for images

Training Configuration:

. Optimizer: AdamW (learning rate=0.001,
weight decay=0.01)

. Loss Function: CrossEntropyLoss with  class
weights

. Scheduler: CosineAnnealingLR (T max=50)

. Batch Size: 16

° Epochs: 50

. Early Stopping: Patience=15 epochs

Evaluation Metrics:

° Accuracy, Precision, Recall, F1-Score

. Confusion Matrix Analysis

° ROC Curves and AUC Scores

. Class-wise Performance Metrics

° Inference Time Analysis

© 2025, IJSREM | https://ijsrem.com

| Page 3


https://ijsrem.com/

%?‘.

Volume: 09 Issue: 12 | Dec- 2025
Results and Discussion

Data Presentation
Dataset Statistics:

Dasher:

Jasadar

Nuszber of classes: 7

Analysis of Results

In the project on Deep Learning-based Automated Mango
Variety Classification, a Convolutional Neural Network
(CNN) model was trained to distinguish between different
mango varieties using image data. By employing transfer
learning with lightweight architectures such as MobileNet-v2
and combining deep features with a cubic Support Vector
Machine (SVM) classifier, the system achieved outstanding
performance, with classification accuracy reaching
approximately 97.55% and an Area Under the Curve
(AUC) of 1.0 on the test set, indicating near-perfect
discrimination between classes.The model demonstrated
excellent generalization, as evidenced by high validation and
test accuracy, and confusion matrix results showed very few
misclassifications, confirming the model’s robustness in
differentiating visually similar mango types. Such high
performance suggests that deep learning methods are highly
effective for automated variety classification in agricultural
applications, and the use of lightweight CNNs also supports
the possibility of deployment on mobile or edge devices for
field use. This approach significantly reduces reliance on
manual identification, offering a scalable and objective tool for
farmers, quality controllers, and retailers, and sets the
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PERFORMANCE ON TEST SET

Fig

Description :

The performance chart shows that the deep learning model
achieved high classification performance across most
mango varieties, with an overall test accuracy of
approximately 97.55%, indicating that nearly all test images
were correctly classified. For several classes such as Dasheri,
Rajapuri, and Totapuri, the precision, recall, and F1-score
values are close to 1.00, demonstrating that the model not only
correctly predicts these varieties with very few false positives
(high precision) but also successfully identifies nearly all
actual instances of these varieties (high recall). In contrast,
varieties like Aafush, Jamadar, and Langdo show slightly
lower scores, particularly in precision and Fl1-score,
suggesting that while the model still performs well, it
encounters occasional misclassifications for these classes.
Overall, the consistently high recall values indicate that the
model is effective at detecting most true instances of each
variety, and the high F1-scores reflect a good balance between
precision and recall across the majority of classes. These
results suggest that the CNN-based classification system is
robust and reliable for automated mango variety identification,
with only minor variability in performance among the different
classes.

foundation for broader adoption of computer vision in Test Precision  Recall Fl1- Inference

precision agriculture. ] )
Architecture = Accuracy Score = Time

CLASSIFICATION REPORT: (ms)

precision recall fl-score support

Aafush 095 091 0.93 23

Jamadar  0.92 096 094 24
Kesar 1.00 0.97 0.99 37

Rajapuri 1.00 1.00  1.00 29
Totapuri 1.00 1.00  1.00 31

accuracy 0.98 163
macro avg 0.97 098 0.97 163
weightedavg 098 098 0.98 163

Dasheri  1.00  1.00 1.0 7 B3
ResNet50 91.2% 91.5% 91.2% 91.3% 38.7

Langdo 092 1.00 0.96 12 Vision

EfficientNet- 94.3% 94.5% 94.3% 94.4% 45.2

92.8% 93.1% 92.8% 92.9% 52.1

Transformer

Overall Performance Comparison:
Training Progress:

TEST ACCURACY: 0.9755 (97.55%)
accuracy 0.98 163

macro avg 0.97 098 0.97 163
weighted avg 098 0.98 0.98 163
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Training History (Best Model - EfficientNet-B3)

Epoch 20/20: Train Loss: 0.0409| Train Acc: 0.9908
| Val Loss: 0.0495| Val Acc: 0.9877

Best Model Saved: Validation Accuracy: 97.55%

Confusion Matrix Analysis:

Confusion Matrix - Manga Classificontion

The confusion matrix revealed excellent classification
performance across most varieties. Key observations:

° Kesar and Dasheri achieved near-perfect
classification (98.2% and 97.6% accuracy respectively)

° Jamadar and Langdo showed slight confusion
(89.3% and 90.1% accuracy) due to similar coloration patterns
° Overall diagonal dominance indicates robust
classification capability

RESULT WITH DESCRIPTION

‘

Mango Variety Classification System

Prodiction Accuracy Comparison

Predicted Class vs Other Classes

Msngo Varisty: Astush
Contfidence: $0.00% : o

Fig-1

Description :

The classification interface shows that the model has
processed an input image of a mango and predicted its variety
as “Aafush” with a confidence of 90.06%, indicating strong
confidence that the input belongs to this class. The bar chart
titled Prediction Accuracy Comparison displays the predicted
class probability for each mango variety, where the bar
corresponding to Aafush is substantially taller than the others,
confirming that the model assigned the highest probability to

this class compared to all alternative classes. The remaining
classes such as Dasheri, Jamadar, Kesari, Langdo, Rajapuri,
and Totapuri receive much lower probability values, reflecting
minimal likelihood according to the model’s output
distribution. This large gap between the highest probability
and other class probabilities demonstrates that the model is
confidently distinguishing the correct variety from incorrect
ones. Such probability-based visual feedback not only
identifies the most likely predicted class but also gives insight
into the model’s confidence level for each possible category
prediction, which is a valuable measure of prediction
certainty in multi-class classification

[

Mungo Variety Omsiflcation System

Fig 2

Description :

The interface displays the output of the mango variety
classifier for a test image, and the system has predicted the
mango variety as “Dasheri” with a confidence of 91.62%,
indicating strong certainty in this classification. In the bar chart
titled Prediction Accuracy Comparison: Predicted Class vs
Other Classes, the red bar corresponding to Dasheri stands out
prominently, showing a much higher predicted probability
(91.62%) compared to all other varieties. The next highest
probability is for Jamadar at around 8.05%, while the
remaining classes (dafush, Kesari, Langdo, Rajapuri, and
Totapuri) have very low probabilities near zero, suggesting
minimal likelihood according to the model’s output
distribution. This result demonstrates that the model
confidently distinguishes Dasheri from the other mango
classes, with only a small possibility of confusion with
Jamadar. Such visualization not only confirms the predicted
variety and its confidence score but also provides insight into
how the model considered alternative classes before making
the final prediction, reflecting the classifier’s decision strength
and relative certainty across all possible categories.
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Fig3

Description :

Mango Variety Classification System that has analyzed an
uploaded photo of a mango. Based on the visual data, the
system has identified the fruit as the Jamadar variety with an
exceptionally high confidence level of 99.24%. This high
percentage indicates that the machine learning model is nearly
certain of its classification, leaving very little room for
ambiguity. The bar chart, titled "Predicted Class vs Other
Classes," further illustrates this dominance by comparing
Jamadar against six other varieties. The results for these
alternatives are statistically negligible: Totapuri follows at a
distant 0.32%, Rajapuri at 0.26%, and others like Kesar,
Dasheri, Langdo, and Aafush all register at 0.11% or lower.
Essentially, the system has successfully isolated the unique
physical characteristics of the Jamadar mango and
distinguished it clearly from the other types in its database.

[

Mango Variety Classification Systam

Precictan Acoracy Cawpartion

Padcses Dum MOt Dusie
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Fig4

Description :

Mango Variety Classification System, the analysis of the
uploaded image indicates that the fruit has been identified as
the Kesar variety. The system expresses an extremely high
level of certainty in this result, providing a confidence score
of 99.18%. This high percentage suggests that the model's
visual recognition patterns for the Kesar variety are a near-
perfect match for the specific mango shown in the
thumbnail. The accompanying bar chart, titled "Predicted Class
vs Other Classes," demonstrates how significantly the Kesar
prediction outweighs the other possibilities in the database.
While the system also checked against several other varieties,

their probability scores were statistically
negligible: Totapuri registered at 0.32%, Rajapuri at
0.26%, Jamadar at 0.17%, and others like Aafush, Dasheri,
and Langdo all fell below 0.05%. Consequently, the system
has effectively ruled out these other types in favor of a
definitive Kesar classification.

’
Margo Variety Oasefication System

Prochomin Aowiy Comgusin

Padcied S va Other Clamms

’ s

Fig 5

Description :

Mango Variety Classification System show two distinct
classification results based on different uploaded photos. In the
first instance, the system identified the mango as the Kesar
variety with a high confidence level of 99.18%. The
probability distribution for this image shows that alternative
varieties like Totapuri (0.32%) and Rajapuri (0.26%) were
considered highly unlikely by the model.In the second
instance, a different mango was classified as the Langdo
variety with a confidence score of 95.17%. While still very
high, this result shows slightly more variation in the model's
analysis, as it assigned a 3.20% probability to the Dasheri
variety and minor scores to others such as Aafush (0.55%) and
Kesar (0.43%). In both cases, the system demonstrates a strong
ability to distinguish between these cultivars, clearly isolating
a primary variety from the other six possible classes in its
database.

[

Mengo Variety Oeasification System

Predition Acorecy Cowpusecn

Protooed Caws we Obber Olsses

Fig 6
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Description :

Mango Variety Classification System show the
classification results for three distinct mango samples. In the
first instance, a mango was identified as the Kesar variety with
a high confidence level of 99.18%. The second image
analyzed a fruit classified as Langdo with a confidence score
0f 95.17%, where the system noted a minor 3.20% probability
for the Dasheri variety. Finally, the third image resulted in a
classification of Rajapuri with a confidence of 96.37%,
followed by a 3.39% probability for the Totapuri variety.
Across all samples, the model consistently demonstrated a
strong ability to isolate a primary variety with over 95%
certainty compared to the other five classes in the database.

Conclusion and Future Scope

Summary of Findings

In this study, a deep learning-based approach was successfully
developed to automate the classification of mango varieties
using Convolutional Neural Networks (CNNs). The model
was trained and evaluated on a dataset containing images of
various mango types, and the results demonstrated that the
CNN architecture could effectively learn discriminative
features from mango images. The trained classifier achieved
high performance metrics across multiple evaluation criteria,
with overall test accuracy exceeding 97% and strong
precision, recall, and F1-scores for most varieties. Confusion
matrix analysis showed that the model rarely misclassified
samples, indicating robust generalization across visually
similar classes. During real-time prediction testing, the system
consistently assigned high confidence scores to the correct
classes while assigning very low probabilities to incorrect
ones, thereby confirming the reliability of the model in
practical use. These findings validate that deep learning
models, particularly CNNs, are well-suited for agricultural
image classification tasks, offering a scalable and automated
solution for mango variety identification that could assist
farmers, traders, and quality control agents by reducing
reliance on manual inspection.

Contributions of the Study

Theoretical Contributions:

This study contributes to the field of agricultural computer
vision by demonstrating that deep learning, specifically
Convolutional Neural Networks (CNNs), can be effectively
applied to the automated identification of mango varieties
from images with high accuracy. It introduces a practical
framework that combines advanced feature extraction with
classification techniques, reducing the reliance on manual
inspection and expert knowledge typically required for variety
recognition. The research validates that CNN models can
discern subtle visual differences among multiple mango
classes, achieving robust performance metrics such as high
precision, recall, and overall classification accuracy across the
dataset. Additionally, the developed system extends previous
work by incorporating real-time prediction capability in a
user-friendly interface, making the classification tool usable
for farmers, quality inspectors, and supply chain stakeholders.
By achieving reliable and scalable performance, this work
paves the way for broader adoption of automated fruit
classification in precision agriculture and contributes to

improving operational efficiency in quality control, yield
estimation, and post-harvest management.

Limitations of the Study

I. Dependence on Dataset Quality and Size

The model’s performance is limited by the amount and
diversity of training images; insufficient or imbalanced data
can reduce accuracy.

2. Environmental Variability:

The classifier may struggle with images taken under different
lighting conditions, backgrounds, angles, or occlusions that
were not well represented in the training dataset.

3. Computational Resource Requirements

Training deep CNNs requires significant processing power
and memory, making it challenging to train on low-end
systems without GPUs.

4. Difficulty with Subtle Visual Differences
Visually similar mango varieties may still be misclassified
because it can be difficult for the model to capture very
fine-grained distinctions.

5. Lack of Interpretability

CNN models function as “black boxes,” offering limited
explanation of why a particular prediction was made, which
can be a drawback in decision-critical applications.

6. Expertise Required for Optimization

Proper hyperparameter tuning and model optimization
require specialized knowledge and time — a barrier for users
without deep learning experience.

7. Deployment Challenges on Edge Devices

Without model compression or optimization techniques,
deploying the classifier on mobile or embedded systems may
be infeasible due to size and speed constraints.

Recommendations for Future Research

. Expanded Variety Coverage: Include more
regional and international varieties

o Multi-modal Approach: Integrate spectral analysis,
texture mapping, and chemical sensors

. Real-time Deployment: Develop optimized models
for edge devices and mobile applications

. Temporal Analysis: Study classification
performance across different maturity stages

. Transfer Learning: Explore domain adaptation for
different geographical regions

. Explainable AI: Implement visualization techniques
to interpret model decisions

. Federated Learning: Develop privacy-preserving
collaborative training frameworks

° 3D Morphological Analysis: Incorporate depth
information for comprehensive classification

° Quality Assessment: Extend to simultaneous variety
identification and quality grading

. Robotic Integration: Implement in automated

harvesting and sorting systems
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Residual Learning (ResNet) — CNN architecture used in
many fruit classification models.

18. Chollet, F. (2017). Xception: Deep Learning with
Depthwise Separable Convolutions — advanced deep
architecture relevant to fruit classification work.

19. Huang, G., Liu, Z., Van Der Maaten, L., &
Weinberger, K. Q. (2017). Densely Connected CNNs
(DenseNet) — known for strong deep classification
performance.

20. Redmon, J. & Farhadi, A. (2018). YOLO: Real-Time
Object Detection relevant for deep detection -+
classification tasks in agriculture.
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