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Abstract—Bone cancer is a serious health condition that 

often leads to high mortality rates. Early detection plays a 

crucial role in limiting the spread of cancerous cells and 

improving patient outcomes. However, manual detection is 

a time-consuming and labor-intensive process, 

necessitating th6+e development of an automated system 

to efficiently classify and identify cancerous and healthy 

bone tissues. This paper introduces the Owl Search 

Algorithm with Deep Learning-Driven Bone Cancer 

Detection and Classification (OSADL-BCDC) model, 

which combines transfer learning and hyperparameter 

optimization for effective bone cancer detection. The 

OSADL-BCDC approach utilizes the Inception v3 model 

as a pretrained feature extractor, eliminating the need for 

manual image segmentation. The Owl Search Algorithm 

(OSA) is employed as a hyperparameter optimizer to 

enhance the performance of Inception v3. Additionally, 

Long Short-Term Memory (LSTM) networks are 

leveraged to detect the presence of bone cancer. The 

proposed OSADL-BCDC method reduces diagnosis time 

and achieves faster convergence, demonstrating superior 

performance in experimental evaluations compared to 

existing algorithms. The results of the comparison 

emphasize the effectiveness and improved accuracy of the 

OSADL-BCDC model for bone cancer detection. 

Keywords—Bone cancer, Owl search, hyperparameter tuning, 

Inception v3 

I. INTRODUCTION  

         The cancer is most dangerous disease throughout the 

globe. Clinically cancer is referred as malevolent neoplasm. It 

is a genetic disease which is caused by unregulated growth of 

cells. As early detection of such dangerous disease could 

reduce the number of death [1]. The symptom of cancer is 

unfettered cell growth which will lead to the development of 

malevolent tumor, which is also harmful for the nearby tissues 

[2-4]. This kind of tumor can further grow and hinders the 

circulatory system, digestive system and nervous system and 

also can produce hormones that lead to hinder the proper body 

functionality [5-7]. The unfettered growth cell necessarily not 

harmful unless and until it does not affected the structure of 

DNA. If this unfettered cell growth not repaired with in the 

early stage this will lead the DNA to die which will cause 

production of unnecessary new cells. Metastasis property of 

cancer is more serious. The metastasis process can be defined 

as movement of cancer cells from one part of body to another 

part. This process leads to produce tumor with tissue growth 

[8]. Initial symptom of cancer include abnormal bleeding, 

forming new lumps, prolonged cough, change in bowl 

movement, unexplained weight loss, etc. Tumors can be 

classified into two types cancerous and non-cancerous [9]. 

Bone cancer, or sarcoma, is a type of cancer that originates in 

bones, muscles, or other tissues such as fibrous tissue, blood 

vessels, and cartilage. Common types include 

chondrosarcoma, osteosarcoma, pleomorphic sarcoma, 

Ewing's sarcoma, and fibrosarcoma. Malignant tumors, like 

these, typically have larger nuclei compared to benign tumors 

and can disrupt bone growth and movement. Enchondroma, a 

benign bone tumor, forms in the cartilage, often in small bones 

of the hands, upper arm, shin, or thigh, but usually does not 

recur after surgical removal [10, 11]. 

          Advancements in artificial intelligence (AI) are driving 

innovation in healthcare data analysis, with deep learning 

(DL) techniques, particularly convolutional neural networks 

(CNNs), showing remarkable performance in analyzing 

complex medical images. These AI models are capable of 

handling two-dimensional images, achieving results 

comparable to human experts in fields like MRI, radiography, 

microscopy, ultrasound, and endoscopy, aiding in disease 

classification and prognosis. AI's potential in detecting 

conditions like bone cancer from radiographs has been 

highlighted in several studies [13][14]. As AI-based 

classification improves medical practices, it could reduce 
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human error, save time, and cut costs. However, selecting the 

right hyperparameters for DL models remains a challenge, and 

automated selection using metaheuristic algorithms is 

recommended for better performance [12]. 

      The proposed OSADL-BCDC system leverages deep 

learning and optimization techniques to automate the detection 

and classification of bone cancer from X-ray images. Using 

Inception v3 as a pretrained model for feature extraction, the 

system eliminates the need for manual segmentation, 

streamlining the analysis process. The Owl Search Algorithm 

(OSA) is applied to optimize the hyperparameters of the 

model, improving its performance and speeding up 

convergence. Long Short-Term Memory (LSTM) networks 

are then used to detect cancerous regions in the images, based 

on the extracted features. The system significantly reduces 

diagnosis time while achieving higher accuracy compared to 

existing methods, making it a promising tool for early bone 

cancer detection and improving patient outcomes. 

The objectives of this paper are as follows: 

• To propose a novel technique, OSADL-BCDC, that 

integrates deep learning (DL), hyperparameter 

optimization using the Optimal Search Algorithm 

(OSA), and Long Short-Term Memory (LSTM)-

based tumor identification for enhancing bone cancer 

detection and classification from X-ray images. 

• To apply the Optimal Search Algorithm (OSA) for 

fine-tuning the Inception v3 model, improving its 

accuracy and efficiency in detecting bone cancer 

from X-ray images by optimizing hyperparameters. 

• To utilize LSTM for identifying bone tumors in X-

ray images, harnessing its ability to model sequential 

data and capture temporal dependencies to improve 

tumor detection performance. 

• To advance the overall accuracy and efficiency of 

bone cancer classification and detection from X-ray 

images by combining the strengths of DL, OSA, and 

LSTM in the proposed OSADL-BCDC approach. 

 

II. LITERATURE SURVEY 

        In applying artificial intelligence to medical diagnosis, 

most of the attention has focused on unsupervised learning 

tasks, which usually involves using labeled dataset to train a 

model for classification or prediction. Nadeem [16] highlights 

the transformative role of deep learning in healthcare, 

particularly in bone age assessment for detecting growth 

disorders in children. The paper reviews recent advancements 

in deep learning models for segmentation, prediction, and 

classification in this field, while also addressing the challenges 

and limitations of these techniques. It concludes with 

suggestions for future research directions. Shrivastava [15] 

discusses cancer as a genetically driven disease characterized 

by uncontrolled cell growth, leading to malignant tumors that 

can spread via metastasis. Early detection is vital for reducing 

mortality. The paper covers bone cancer (sarcomas) and 

benign tumors like enchondroma, emphasizing the importance 

of understanding cancer types and progression for effective 

treatment. 

        Arunachalam [17] introduced an automated tool for 

assessing tumor necrosis in osteosarcoma after chemotherapy, 

using machine learning models trained on digitized 

histopathology images. The Support Vector Machine (SVM) 

model achieved the highest accuracy in classifying viable, 

necrotic, and non-tumor regions, while a deep learning 

architecture also demonstrated strong tumor discrimination. 

This approach visualizes tumor prediction on whole slide 

images, providing a promising tool for tumor assessment 

across various cancers. Eweje FR [18] explored the use of 

deep learning to differentiate between benign and malignant 

bone lesions using MRI and patient demographics. An 

ensemble model combining MRI images with patient data 

(age, sex, and lesion location) achieved an ROC AUC of 0.82, 

comparable to expert radiologists. External validation showed 

an ROC AUC of 0.79, highlighting deep learning's potential to 

reduce unnecessary referrals and biopsies in clinical practice. 

  He, Y.[19] developed a deep learning model to classify 

primary bone tumors from preoperative radiographs, achieving 

an AUC of 0.894 for benign vs. not-benign and 0.907 for 

malignant vs. not-malignant in cross-validation. The model 

outperformed junior radiologists and performed similarly to 

subspecialists in external testing. These results highlight the 

potential of deep learning to classify bone tumors with 

accuracy comparable to experienced radiologists. 

Papandrianos [20] developed a CNN model to diagnose bone 

metastasis in prostate cancer from scintigraphy scans, 

achieving 97.38% accuracy and 95.8% sensitivity. The model 

outperformed popular architectures like VGG16 and ResNet50 

in classifying scans as malignant or healthy. This research 

highlights the potential of deep learning to enhance diagnostic 

accuracy in nuclear medicine for metastatic prostate cancer. 

Pan, D.[21] developed and validated random forest models 

to classify bone tumors as benign, malignant, or intermediate 
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based on radiographic features and clinical characteristics. The 

models achieved high diagnostic performance, with AUCs of 

0.97 for binary classification and 0.94 for tertiary 

classification. Key features influencing classification included 

margin, cortex involvement, and bone destruction patterns, 

providing valuable insights for clinical bone tumor diagnosis. 

Gitto [22] developed a machine learning model using MRI 

radiomics to differentiate atypical cartilaginous tumors (ACT) 

from grade II chondrosarcoma (CS2) in long bones. The 

model achieved 92% accuracy and an AUC of 0.94 on an 

external test cohort, outperforming traditional biopsy methods. 

Its performance was comparable to that of an experienced 

radiologist, highlighting the potential of radiomics-based 

machine learning in improving diagnostic accuracy. Tayebi 

[23] developed an end-to-end deep learning system for 

automated bone marrow cytology, which detects suitable 

regions, classifies bone marrow cells, and creates a Histogram 

of Cell Types (HCT) to represent cytological data. The system 

achieved high accuracy, with 0.97 accuracy in region 

detection and 0.75 mean average precision for cell 

classification. This AI-driven approach has the potential to 

enhance diagnostic efficiency and accuracy in hematology. 

Mall [24] explored the use of machine learning and 

artificial intelligence to enhance bone X-ray image analysis, 

focusing on fracture detection in the MURA dataset. The 

study applied image pre-processing techniques like noise 

removal and contrast enhancement to improve image quality 

and diagnostic accuracy. Four classifiers—LBF SVM, linear 

SVM, logistic regression, and decision tree—were used for 

abnormality detection in the X-ray images. Performance was 

evaluated using statistical metrics such as sensitivity, 

specificity, precision, accuracy, and F1 score, demonstrating 

significant improvements in classification. This approach 

highlights the potential of AI and machine learning for 

accurate and efficient clinical imaging in bone fracture 

diagnosis. 

III. PROPOSED METHODOLOGY 

   Fig. 1 shows the block diagram of the OSADL-BCDC 

method. The process begins with pre-processing of bone X-ray 

images, including resizing and noise reduction. Data 

augmentation techniques like rotation and zooming are applied 

to expand the dataset and address class imbalance. Feature 

extraction identifies important patterns in the images, which 

are then processed using the Inception V3 model. 

Hyperparameters are optimized through the Owl Search 

algorithm to enhance model performance. The model then 

performs classification using an RNN-LSTM to differentiate 

between cancerous and healthy bone tissues 

A) Data Augmentation 

        To improve the effectiveness of deep learning (DL) 

models, a large dataset is essential, but data retrieval often 

faces constraints. To address this, a data augmentation 

approach was applied to increase the sample size. Methods 

like rotation (90 degrees clockwise) and zooming (factors of 

0.5 and 0.8) were used to enhance the dataset, particularly to 

tackle class imbalance. This augmentation successfully 

boosted the data across all classes, improving model 

performance. 

 

Fig. 1 Block diagram of proposed system 

B) Inception V3 model 

       Once preprocessing is complete, the Inception V3 model, 

a pre-trained Convolutional Neural Network (CNN), is used 

for feature extraction. CNNs are widely used for image 

analysis, consisting of neurons with learnable weights and 

biases, and include input, hidden, and output layers. In CNNs, 

the hidden layers perform convolution operations to identify 

features, while the classification layer uses fully connected 

(FC) layers to assign probabilities to predicted objects in 

images [25]. 
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Key layers in a CNN include: 

• Input Layer: Images are processed as input, with 

neurons arranged in 3D dimensions (height, width, 

depth, where depth corresponds to color channels like 

RGB or HSV). 

• Convolutional Layer: This layer creates feature maps 

using filters (kernels) that slide across the image to 

detect basic features like edges, progressing to more 

complex patterns in deeper layers. The most common 

activation function is ReLU. 

• Pooling Layer: This layer reduces the dimensionality 

of the data, using max-pooling or average pooling to 

downsample the feature maps, making the model 

more efficient. 

• Fully Connected (FC) Layer: At this stage, all 

neurons in the layer are connected to the previous 

layer, and the FC layer functions as a classifier based 

on extracted features, typically using softmax or 

sigmoid activation functions 

      The Inception V3 model uses an inception module that 

simultaneously applies 1x1, 3x3, and 5x5 convolution layers, 

then concatenates their outputs. This approach captures data at 

different scales while expanding the network's width. It also 

divides the model into channel-wise and spatial-wise 

correlations, reducing the number of parameters by using 

smaller convolution kernels. Inception V3 improves upon the 

original Inception network by replacing the 5x5 convolution 

with two 3x3 convolutions, maintaining the receptive field 

while reducing parameters. Additionally, it decomposes large 

kernels (e.g., 7x7) into two 1D convolutions (n×1 and 1×n), 

enhancing nonlinear representation and reducing overfitting. 

C) Owl Search optimization 

         In this study, the Optimal Search Algorithm (OSA) is 

used to optimize hyperparameters in the Inception V3 model. 

The OSA begins with a population of "owls" in a d-

dimensional search space, represented by an n × d matrix 

where each owl's position corresponds to a potential solution 

for the problem. The initial positions are normalized using the 

following equation: 

         0𝑖 = 0𝐼 + (𝑂𝐼 + 𝑂𝑢) × 𝑈(0,1)                       (1) 

        where U(0,1) is a uniform random distribution, and 𝑂𝑖 ∈ 

[𝑂l ,𝑂𝑢] defines the lower and upper bounds of the owl's 

position. The cost for each owl's position is evaluated using a 

cost function: 

 𝑓 = [
𝑓1([𝑂1,1,𝑂1,2,⋯𝑂1,𝑑])

⋮
𝑓𝑛([𝑂𝑛,1,𝑂𝑛,2,⋯𝑂𝑛,𝑑])

]                                           (2) 

        where the cost function measures the performance based 

on the owl’s position in the search space. The intensity of each 

owl’s position is calculated using the following formula: 

                        𝐼𝑖 =
𝑓𝑖−𝑓𝑚

1

𝑓𝑚
ℎ −𝑓𝑚

1                                         (3) 

           𝑓𝑚
ℎ = 𝑓𝑚𝑚∈1,…𝑛

𝑚𝑎𝑥  and 𝑓𝑚
1 = 𝑓𝑚𝑚∈1,…𝑛

𝑚𝑖𝑛 , representing the 

maximum and minimum cost values, respectively. The owl’s 

movement is updated based on the prey's location and 

intensity data using the equation: 

0𝑖
𝑖+1 = {

𝑂𝑖
𝑡 + 𝛽 × Ci × |αL − Oi

t|, Ƥpm < 0.5

𝑂𝑖
𝑡 − 𝛽 × Ci × |αL − Oi

t|, Ƥpm ≥ 0.5
       (4) 

       where 𝑝𝑝𝑚  is the probability of prey movement, α is a 

uniform random number between 0 and 0.5, and β is a linearly 

decreasing coefficient. The term Ci is calculated as: 

                           𝐶𝑖 =
𝐼𝑖

𝐴𝑖
2 + 𝑁𝑟                                     (5) 

      where 𝐴𝑖
2 represents a simulated distance term, and 𝑁𝑟 

defines random noise. The final fitness function (FF) used to 

evaluate the owl's position is based on the classifier's error 

rate: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

                        =
number of misclassified sample𝑠

Total number of sample𝑠
∗ 100               (6) 

       This approach allows efficient optimization of 

hyperparameters to minimize the classifier error rate and 

enhance model performance in Inception V3 [20].             

 
 

                               Fig 2. LSTM Structure 

D) RNN-LSTM 

       In this study, the Long Short-Term Memory (LSTM) 

network is employed to classify bone X-rays as either 

cancerous or normal. LSTM is an enhanced version of 

http://www.ijsrem.com/
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Recurrent Neural Networks (RNNs) designed to address long-

term dependency issues by incorporating a gating mechanism 

[26]. 

      The LSTM cell uses three gates—forget, input, and output 

gates—to selectively determine which data should be retained 

or discarded from memory. The forget gate controls which 

information is discarded from the cell state, while the input 

gate determines which new information is added. The output 

gate controls which part of the cell state will be used to 

compute the final output. The forget and input gates are 

computed using sigmoid functions, while the output gate 

decides which part of the cell state to reveal, influenced by the 

current input and previous output. The cell state is updated by 

combining the old state, weighted by the forget gate, and the 

new candidate memory, weighted by the input gate. The use of 

these gates allows the LSTM to maintain relevant information 

over time, efficiently updating its memory, making it highly 

effective for classifying bone X-ray images based on both 

short-term and long-term features. 

IV. RESULT AND DISCUSSION 

         The proposed model is implemented using Python 3.11. 

The model's parameters include a learning rate of 0.01, 

dropout of 0.5, batch size of 5, 50 epochs, and ReLU 

activation. Performance evaluation is based on a dataset of 

160 X-ray images—80 cancerous and 80 healthy. A few 

sample images are illustrated in Fig. 3 

 

Fig 3. Sample images 

       The performance of the OSADL-BCDC algorithm 

demonstrates strong efficacy in classifying both healthy and 

cancerous bone X-ray images. With an overall accuracy of 

95.00% for both classes, the model exhibits a high level of 

reliability in distinguishing between healthy and cancerous 

conditions. The precision scores for the healthy and cancerous 

classes are 95.92% and 94.12%, respectively, indicating that 

the model is highly accurate in identifying true positives for 

both categories, though it is slightly more prone to 

misclassifying cancerous images as healthy. In terms of recall, 

the model performs exceptionally well, achieving 96.00% for 

the cancerous class, meaning it identifies 96% of all cancerous 

cases correctly. For the healthy class, recall is 94.00%, 

suggesting a small number of healthy images are misclassified 

as cancerous. The F1-scores, which balance precision and 

recall, are 94.95% for the healthy class and 95.05% for the 

cancerous class, showing a good balance between the two 

metrics and overall consistent performance. These results 

indicate that the OSADL-BCDC algorithm is highly effective 

for bone cancer detection, with robust performance across 

both classes, making it a promising tool for clinical 

applications where accurate and reliable diagnosis is essential. 

Table 1 Performance Metrics of the OSADL-BCDC 

Algorithm 

Class Accuracy Precision Recall  F1-Score 

Healthy 95.00 95.92 94.00 94.95 

Cancerous 95.00 94.12 96.00 95.05 

    Table 1 containing the performance metrics for the 

OSADL-BCDC algorithm. This table would include the 

accuracy, precision, recall, and F1-score for both the healthy 

and cancerous classes. 

Table 2. Comparison study of the OSADL-BCDC approach 

with recent methodologies 

Methods Accuracy Precision Recall  F1-Score 

OSADL-

BCDC 

95.00 95.02 95.00 95.00 

SVM Model 92.59 90.63 93.58 93.13 

ResNet50 

Model 

82.57 81.02 78.92 81.75 

 

     Table 2 reports an overall comparison analysis of the 

OSADL-BCDC method with other techniques. The 

performance comparison between the OSADL-BCDC 

algorithm and other models, including the SVM and ResNet50 

models, highlights the superior efficacy of OSADL-BCDC in 

detecting and classifying bone cancer from X-ray images. The 
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OSADL-BCDC model achieves an accuracy of 95.00%, along 

with precision, recall, and F1-score values of 95.02%, 95.00%, 

and 95.00%, respectively. These results indicate that OSADL-

BCDC provides a well-balanced and highly accurate 

classification across both healthy and cancerous classes, 

ensuring both low false positives and false negatives. 

        In comparison, the SVM model achieves a slightly lower 

accuracy of 92.59%, with precision, recall, and F1-scores of 

90.63%, 93.58%, and 93.13%, respectively. While the SVM 

model shows strong recall (93.58%) for identifying cancerous 

cases, its lower precision and F1-score suggest that it tends to 

misclassify some healthy cases as cancerous, leading to more 

false positives than OSADL-BCDC. 

     The ResNet50 model demonstrates the lowest performance 

among the three methods, with an accuracy of 82.57%, and 

precision, recall, and F1-scores of 81.02%, 78.92%, and 

81.75%, respectively. This lower performance can be 

attributed to ResNet50’s relatively complex architecture, 

which may struggle with the specific feature extraction 

required for accurate bone cancer classification from X-rays. 

Despite being a deep learning model, its performance does not 

match the more specialized OSADL-BCDC, which integrates 

deep learning with advanced hyperparameter optimization and 

sequence modeling. 

 

Fig 4. Comparison graph 

IV. CONCLUSION 

This study presents a novel OSADL-BCDC method for 

bone cancer identification and classification using X-ray 

images. The approach begins with data augmentation during 

preprocessing to increase the dataset size, followed by feature 

extraction using an Optimized Simultaneous Adaptive 

Differential Learning (OSA) technique with the pre-trained 

Inception v3 model. A Long Short-Term Memory (LSTM) 

network is then employed for classifying X-rays as either bone 

cancer or healthy. The method eliminates the need for manual 

segmentation and reduces diagnosis time, while also achieving 

faster convergence. Experimental results demonstrate that the 

OSADL-BCDC method outperforms existing state-of-the-art 

techniques, achieving a maximum accuracy of 95%.  
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