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Abstract - Food is the most essential requirement for 

sustenance of human life and it is one of the basic necessities 

of life. For optimal health, we should consume pure, 

nourishing, and adulterant-free food. Adulteration is the 

malicious contamination of food products with inferior, less 

expensive, inedible, or hazardous ingredients. Food 

adulteration means adding harmful substances to food 

products to contaminate or adulterate it. Pulses are a 

significant part of Indian cuisine, serving as a staple food 

item. Pulses may be adulterated by accidental, commercial, or 

metallic components, which can be harmful to health, 

rendering them unsafe for consumption and posing health 

risks. In order to guarantee the safety and quality of food, it is 

necessary to analyse pulses for any potential adulteration. In 

this paper, we propose a method for determining adulteration 

in Dal (Lentils) using ResNet-50, a deep learning model based 

on CNN. For this work, thermal images of pure dal and 

adulterated dal were used to classify the adulterated and 

unadulterated samples. Experimental results show that the 

proposed system can achieve high accuracy in detecting 

adulteration in pulses. The proposed system is also fast and 

requires minimal human intervention, making it suitable for 

use in food quality control systems. 
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1.INTRODUCTION 
 

Agriculture is an essential part of the Indian economy. The 

total area under cultivation and the quantity of agricultural 

goods have expanded quickly due to advancements in farming 

technologies. Recent times have seen a notable rise in the 

importance of agricultural development as it has accelerated 

the country's economic expansion [20]. Food safety and 

quality are crucial for ensuring the well-being of individuals, 

as they have a significant impact on human health. When a 

food is safe, it is nutritious, nontoxic, and does not harm 

human health [18]. It's important to be aware that food can be 

contaminated by various types of adulterants. It is illegal to 

adulterate food, and it is considered adulterated when it does 

not adhere to the government's legal criteria. Food 

adulteration occurs when harmful substances are intentionally 

or unintentionally added to it, reducing its quality [16]. All 

over India, pulses are cultivated. Likewise, India is the world's 

largest producer and consumer of pulses [8]. Lentils provide a 

substantial amount of essential dietary minerals, dietary fiber, 

protein, and carbohydrates. The edible seeds of legume-family 

plants are known as pulses. Pulses have a wide range of 

colors, sizes, and shapes, and they grow in pods. Pulses are 

nutritious, nourishing, and simple to use in recipes. Growing 

pulses improves sustainable agriculture since they consume 

less water, reduce greenhouse gas emissions, and improve soil 

quality [4]. Sand, marble chips, stones, sludge, khesari dal or 

other pulses, metanil yellow, and soluble coal tar dye are used 

to adulterate pulses. These contaminants are deleterious to the 

well-being of humans [7]. Food products used in daily life that 

have been adulterated are hazardous and unhygienic to use. 

 

Table -1: Food safety & standards for pulses as per act 2006, 

Rules 2011. 

 

 
 

The above Table 1 shows the types of adulterants Food safety 

& Standards for pulses as per act 2006, Rules 2011. Before 

delivering the product to the consumer, it is highly important 

to check for adulteration of the pulses. Currently, agricultural 

products are categorized by humans based on their visual 

traits. Human visual examination is suboptimal because it is 

influenced by outside influences, including prejudice and 

restlessness, among others. To overcome these kinds of errors, 

we propose a Deep Learning model to detect adulteration in 

pulses. The proposed system uses ResNet-50, a deep residual 

learning for object identification and recognition and a skip 

connection option is available in this deep neural network. It 

will develop a rapid and accurate pulse adulteration-detecting 

technology. 

2. RELATED WORKS 
 

This study [1], Thermally treating rice samples, either in grain 

or flour form, with non-destructive and portable measuring 

equipment, such as a thermographic camera, makes it possible 

to collect a significant number of images of the cooling 

process from which differentiating characteristics between the 

varieties tested in this work can be inferred. The structural and 

water solubility variations of various amylose and 

amylopectin compositions are the main causes of the 

discrepancies in the thermographic pictures obtained during 

the cooling process of various rice samples. Classifying 

various types of rice and detecting probable adulterations with 
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an accuracy of more than 98% is possible using cognitive 

modeling and thermographic analysis.  

 

In this paper [2], A thermographic camera was used to track 

the cooling of several samples of pure and contaminated 

honey (including varying percentages of rice syrup). 

Convolutional neural network (CNN) - based deep learning 

techniques were used on the generated images to function as 

both qualitative and quantitative adulteration detectors. The 

experimental component makes it more difficult to process the 

data. However, this is exactly the benefit of the tool, as once 

the mathematical model is created and optimized to meet its 

application, it doesn't need a lot of processing power to be 

used in practice. The end result was an algorithm with 

accuracy levels of 95% and 93% for measuring rice syrup and 

recognizing adulterated honey from various floral origins. 

 

In system [3], The analysis of the thermal evolution of pure 

and contaminated extra virgin olive oil (EVOO) samples via 

deep learning has been the main focus of the application 

produced in this work. To detect and measure three different 

adulterations (refined olive oil, olive pomace oil, and 

sunflower oil) ranging from 0% to 8% in weight, 

mathematical models are used. This work suggests a novel 

approach that combines a thermographic technique with a 

contemporary alternative to mathematical modeling, such as 

CNNs. Convolutional neural networks perform statistically 

between 97 to 100% successfully in terms of classification. 

 

This system [4] develops an approach for determining the 

quality of various grains, oil seeds, and pulses using deep 

learning, which is a CNN-based transfer learning 

methodology known as Dense Net. It estimates the grain 

quality based on the grayscale values of each pixel in the 

image. According to this study, image processing techniques 

are good at determining the grain quality.  

 

It was examined whether it was possible to classify pulse 

flours (such as chickpea, yellow pea, navy bean, and green 

lentil) based on the type of pulse and milling techniques using 

hyperspectral imaging in the visible near infrared (Vis-NIR) 

(400-1000 nm) and shortwave infrared (SWIR) (1000-2500 

nm). Unsupervised PCA and supervised PLS-DA were used to 

create both unsupervised and supervised classification models. 

However, as the chemical characteristics of the materials were 

related to the SWIR region, the milling process categorization 

was more precise when employing the SWIR range. The food 

sector can use hyperspectral imaging in the 400–2500 nm 

region along with multivariate data classification techniques 

to accurately characterize pulse flours with a 95% accuracy 

rate [5]. 

 

This research [6] develops a machine-learning-based food and 

formalin detection technique based on the Internet of Things. 

By applying machine learning algorithms including logistic 

regression, support vector machines, and K-NN classifiers to 

the experimental dataset, our system tracks the artificially 

added formalin as a preservative binary "1. The type of food 

was determined using conductive characteristics. Using a 

VOC HCHO gas sensor in combination with a Raspberry Pi, 

the system is capable of detecting formalin at a concentration 

of 1 to 50 ppm (parts per million). This system is a machine 

learning-based dynamic and efficient method for food and 

formalin detection. 

 

3. PROBLEM STATEMENT 

 

When analyzing the caliber of agricultural products, the 

manual examination is inaccurate, inconsistent, and 

ineffective. After a specific period of time, it is human nature 

to get fatigued, exhausted, or lose focus. When widely utilized 

only for the identification of adulterants by color gradient 

methods, chromatography methods like gas chromatography 

and liquid chromatography are implemented [15]. These 

include the inspection, sorting, and authorization for 

identifying and evaluating the adulterants. Traditional 

approaches have the capacity to identify advanced techniques 

that are used even if their findings are not extremely precise 

and accurate. Modern techniques such as DNA testing, 

spectroscopy produce better results with accepted level of 

accuracy. These methods are time consuming, the equipment 

needed for analysis might be quite costly and for operating 

instruments, qualified or skilled individuals are needed.  

 

To tackle these issues, this work proposes a ResNet-based 

Convolutional Neural Network (CNN) method to detect 

counterfeiting in pulses, and the thermal imaging concept is 

employed for dataset collection. ResNet increases the 

performance of deep neural networks by adding further neural 

layers while lowering the error rate. Thermal imaging is used 

to observe an object's internal temperature radiation. More 

than 98% accuracy is gained in this proposed work. 

 

4. PROPOSED SYSTEM 
 

Lentils, especially split pigeon pea (Arhar dal), also known as 

Toor dal, are the main emphasis of the suggested system. 

Thermal images of pure dal, khesari dal, adulterated dal (arhar 

dal with unwanted components like stones, sand particles and 

arhar dal with Khesari dal) are captured and it serves as a 

dataset for developing, evaluating, and verifying the model. 

The strategies employed and the image processing algorithm 

implemented are briefly detailed below. The digital images of 

Khesari dal, Split Pigeon Pea (Arhar dal), Arhar dal 

adulterated with Khesari dal, Arhar dal adulterated with stones 

and unwanted components are shown in fig.1. 

 

Fig -1: Digital Images of Lentils 

 

Lentils, beans, chick peas, and yellow peas are examples of 

pulses, which are annual leguminous crops. These crops are 

protein-rich foods, antioxidants, and fiber while being low in 

cholesterol and vitality, all of which contribute to a reduced 

http://www.ijsrem.com/
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risk of CVD and Type 2 Diabetes mellitus. They are the 

primary nutritional source of Vitamin D in vegetarians' diets. 

Table -2: Effects of Adulterants 

 

 

The reason for including the adulterants and its health effects 

is discussed above in Table 2. Khesari dal (Lathyrus sativus) 

pulse is a low-cost legume that does not require much 

irrigation. It is a staple food for many low-income people in 

Central India. Consuming Khesari dal as a staple food without 

a diverse diet can lead to an unbalanced diet. A diet based 

primarily on Khesari dal may lack the variety of nutrients 

necessary for maintaining good health. The risk of lathyrism 

(spastic paralysis of lower limbs) is particularly high when 

Khesari dal is consumed as a major portion of the diet, 

especially during times of food scarcity or famine. In some 

countries, there are regulatory restrictions on the sale and 

distribution of Khesari dal due to the associated health risks. 

This can limit its availability in the market. In some cases, 

Khesari dal is also used as animal feed. While this can be a 

way to utilize the crop, it can divert it from human 

consumption, potentially impacting food availability.  

 

4.1 CONCEPT OF THERMAL IMAGING 
 
Infrared radiation is used in thermal imaging technology, 

commonly referred to as infrared thermography, to record and 

analyze temperature fluctuations in scenes and objects. Direct 

visual perception of infrared radiation is impossible. 

Theoretically, all objects emit infrared radiation, the intensity 

of which is directly proportional to the temperature of the 

object. When compared to cooler objects, warmer ones emit 

more infrared radiation. As a result, infrared thermal imaging 

is finding extensive use in a number of sectors. It can be used 

in any application where temperature differences are 

necessary to support an identification, assessment, or 

examination of the product or activity. The capabilities of 

thermal imaging systems for automatic object recognition and 

anomaly detection have been improved via integration with 

other technologies like artificial intelligence and machine 

learning. Thermal imaging is a versatile and vital technology 

that is constantly developing and discovering innovative 

applications across many different sectors. The thermal 

images of khesari dal, Split Pigeon Pea (Arhar dal), Arhar dal 

adulterated with khesari dal, Arhar dal adulterated with stones 

and unwanted components are shown in fig.2. 

 

 

 

 

Fig -2: Thermal Images of Lentils 

 
A thermal camera, also referred to as an infrared camera or a 

thermographic camera, is a tool that uses infrared light to 

generate images of objects and surfaces in its range of view 

depending on the temperature differences between them. In 

contrast to visible light cameras, which record the light that 

can be seen by our eyes, thermal cameras pick up on heat 

emissions from objects and translate them into visible images. 

Thermal camera works on the principle of detecting the 

infrared radiation emitted by objects. When this radiation is 

taken up by the camera's sensor, an image is produced with 

each pixel representing a different temperature. Real-time 

temperature differences can be measured and shown via 

thermal cameras. They are therefore suitable for a variety of 

applications. 

 

The below fig.3 and fig. 4 represents some samples of the 

thermal images of arhar dal in the temperature state of heating 

and cooling process. 

 Fig -3: Arhar dal in heat state    Fig -4: Arhar dal in cool state 
 

Characteristics of thermal images: IR radiation is a form of 

electromagnetic radiation that is longer than visible light (400 

to 750 nm) but shorter than microwaves (above 1 mm) in the 

electromagnetic spectrum. Typically, the wavelengths of 

infrared radiation range from about 750 nm to 1 mm. Due to 

their longer wavelengths than visible light, infrared waves can 

travel across crowded areas of gas and dust in space without 

being significantly scattered or absorbed. Since human eyes 

are only sensitive to the visible light spectrum, infrared 

radiation cannot be viewed by humans. an infrared wave is 

said to be a transverse wave and have the properties of 

absorption, reflection, refraction and interference. Infrared 

radiation's absorptivity, emissivity, transmissivity, and 

reflectivity differ depending on objects and materials. 

 
The temperature of a body that absorbs all radiation that 

strikes its surface is how the Stephan-Boltzmann Law 

characterizes the power radiated by that body. The following 

formula can be used to express the radiation energy emitted 

by a black body per unit time, which is proportional to the 

http://www.ijsrem.com/
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absolute temperature to the fourth power. Power radiated is 

defined by, 

P = є σ T4 A Watts 

Where P: Radiation energy/power 

            σ: Stefan-Boltzmann Constant 

            T: Absolute temperature in Kelvin 

            є: Emissivity of the material 

            A: Area of the emitting body 

 
When using a thermal camera, infrared detectors measure 

radiation coming from an object's surface in the spectral range 

of 35 m (short wave) or 8–12 m (long wave). 

4.2 HARDWARE SETUP 

 

Fig -5: Equipment setup of Thermal camera 

The above fig.5 shows the setup of thermal camera. There are 

many models of thermal camera which includes industrial 

thermal camera, infrared radiometric thermal camera, 

professional and universal cameras, handheld cameras etc. 

When purchasing a thermal camera, the two most important 

considerations are the detector resolution and thermal 

sensitivity. 

 
The Thermal Image Capturer, Laptop MSI RAIDER GE77 

and the insulated chamber in which the food products to be 

validated are placed make up the hardware portion of the 

system. The setup is briefly described here. The laptop 

receives the images from the camera and processes them for 

further classification and analysis. The entire procedure is 

quite easy to complete and only requires a fundamental 

understanding of how to use a thermal imaging camera. The 

below fig.6 indicates that the camera is pointed at the 

insulated chamber. 

 

Fig -6: Proposed hardware setup 

The steps for capturing thermal images are as follows: 

• A small aperture on top of a wooden insulation 

chamber with the following measurements: 30 cm x 

30 cm x 25 cm is built for the thermal camera. 

• The box is properly insulated to prevent heat transfer 

between the chamber and its surroundings. 

• The food products (lentils) are positioned within the 

chamber in the desired areas, and the picture is then 

taken. 

• To identify the presence of adulterants in food 

products, the collected images are subsequently 

supplied to the Resnet model. 

• If there is a adulterant in the food product (lentils), 

the system then indicates it. 

Wood, a good heat insulator, is used to construct the 

Insulation Chamber, preventing thermal radiation from the 

environment from interfering with the image. It has the 

following measurements: 30 cm long, 30 cm wide, and 25 cm 

high. Polystyrene (thermocol) is used to further cushion the 

inner layer in order to prevent heat from the chamber from 

escaping into the outside air. Then, a coating of black paint is 

applied to the surface so that the clean background provided 

by the black color allows for the viewing of the taken image 

in its highest quality. The photographs have an even higher 

quality thanks to the effective thermal absorption of this black 

paint layer. The fig.7 mentioned above shows the inner and 

outer structure of the insulation chamber. 

 

Fig -7: Structure of Insulation chamber 

Thermal cameras are adaptable technological tools that 

increase productivity and safety. Infrared energy is used by 

thermal imaging cameras to produce thermal images. The 

infrared energy is focused by the camera's lens onto a group 

of detectors, which then produce an elaborate thermogram 

pattern. To produce a thermal image that we can see and 

understand, the thermogram is then transformed into electrical 

impulses. A conventional thermal camera shows warmer 

objects as a yellow-orange hue that brightens as you proceed 

toward them and the object will take on a blue or purple hue 

as it becomes colder. 

A portable camera equipped with an image processing 

system—typically provided by the manufacturer - that can 

record both RGB and thermal pictures serves as the basis of 

the thermography equipment. Its benefits include the lack of a 

need for fiber optics or a diode array detector during 

operation, as well as the equipment's inexpensive cost and 

ease of use when compared to hyperspectral imaging. Thermal 

imaging cameras usually have a spectral range in the far-

infrared range between 7.5 µm and 13 µm, produce images of 

http://www.ijsrem.com/
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320 × 240 pixels to 1280x960 pixels and provide high 

accuracy temperature measurements (up to 1200 °C). 

The camera used in this work is the Fluke Thermal Camera, 

model TiX580 which is a high-performance thermal imaging 

camera made by Fluke Corporation. The TiX580 is well-

known for its outstanding thermal resolution, which produces 

clear and in-depth thermal images. The thermal resolution, 

which is typically 640 x 480 pixels, is seen to be excellent for 

a variety of applications. It boasts a temperature range of up to 

1832°F (1000°C) and features a touchscreen that can tilt 240°. 

The touchscreen interface of the TiX580 might be convenient 

to use, making it simple to explore menus, modify settings, 

and examine thermal photos on the camera's display. It likely 

supports various connectivity options, such as Wi-Fi or 

Bluetooth, allowing you to transfer images and data to a 

computer or mobile device for analysis and reporting. Tools 

for measuring temperature analysis may be integrated into the 
camera, such as temperature profiles, spot temperature 

measurement, and more. It has a long-lasting battery life and 

useful for wide range of applications. The fig.8 mentioned 

below represents the Fluke Thermal Camera TiX580. 

 

Fig -8: Fluke Thermal Camera TiX580 

4.3 SOFTWARE SETUP 

The software elements of this work includes SmartView® 

Software and MATLAB libraries to create the Resnet-50 

algorithm. A huge dataset can be created from a limited 

number of images by viewing, analyzing, and editing the 

images using the SmartView® Software. For the Neural 

Network to be analyzed, this dataset is then split into training, 

testing, and validation data. Users of SmartView can produce 

interactive reports, connect to numerous data sources, and 

carry out data analysis and visualization tasks. The below 

fig.9 shows the page of SmartView Software. 

 

Fig -9: SmartView Software page 

 

 

4.4 AN OVERVIEW OF CNN 
 

Deep learning is a branch of machine learning and artificial 

intelligence (AI) that focuses on enabling artificial neural 

networks to carry out tasks that generally call for human-like 

intellect. Deep learning approaches have become quite 

popular and have produced cutting-edge achievements in a 

number of fields, including computer vision, natural language 

processing, speech recognition, and reinforcement learning. 

The basic steps of deep learning technique are shown in fig. 

10. 

 

Fig -10: Basic process of Deep Learning model 

CNNs are specialized neural networks created for computer 

vision tasks. They are made up of convolutional layers, 

pooling layers, and fully connected layers. In applications like 

image classification, object identification, and image 

segmentation, CNNs have proved quite successful. It is a 

unique kind of deep neural network created primarily for 

processing and analyzing visual data, such as pictures and 

videos. They are modelled after the human visual system and 

perform tasks where the spatial relationships between data 

elements are crucial. The below fig.11 represents the 

architecture layer of CNN. 

 

 

Fig -11: CNN Architecture 

Convolutional Layers: Learnable filters (also known as 

kernels) are used by CNNs to scan the input data using 

convolutional layers. These filters move through the input, 

multiplying each element separately, then adding the results to 

create feature maps. Local patterns and features found in the 

input data are captured by convolutional layers. The fig.12 

mentioned below indicates that the convolution operation has 

been implemented on a 5 X 5 input and a 3 X 3 filter. 

 

Fig -12: Process of Convolutional layer 

http://www.ijsrem.com/
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Pooling Layers: Pooling layers, such as max-pooling or 

average-pooling, are used to shrink the feature maps' spatial 

dimensions while preserving crucial data. By pooling, the 

network becomes more resistant to changes in the input. The 

below fig.13 shows how max pooling is performed in CNN 

technique. 

 

Fig -13: Steps of Max Pooling layer 

Activation function: After convolution and pooling layers, 

non-linear activation functions like ReLU (Rectified Linear 

Unit) are used for the feature maps. These give the model 

non-linearity, allowing it to pick up complicated patterns. 

 

Fully Connected Layers (FCLs): Following a number of 

convolutional and pooling layers, CNNs frequently include 

one or more FCLs. For final classification or regression, these 

layers flatten the output of earlier layers and feed it into a 

conventional feedforward neural network. 

 

Dropout: A regularization method used in CNNs to avoid 

overfitting is called dropout. During training, it randomly sets 

a portion of the neurons' outputs to 0, which enhances 

generalization. 

 

Batch normalization is another method for accelerating 

training and enhancing the stability of CNNs. Each layer's 

activations are normalized to have a zero mean and a unit 

variance. 

 

Strides: To regulate how much the filter moves when 

scanning the input, convolutional layers might employ strides. 

Smaller feature maps are produced by a higher stride value. 

 

Padding: Before convolution, padding can be applied to the 

input to regulate the feature maps' spatial dimensions. "Same" 

padding keeps the spatial dimensions, while "valid" padding 

means no padding is added, resulting in smaller feature maps. 

 

Typically, CNNs are built in a hierarchical fashion, with a 

number of convolutional and pooling layers, to extract 

progressively complex, and sophisticated characteristics from 

the input data. Based on the specific work and dataset, the 

network's architecture may change. 

 

A major issue with convolutional neural networks is the 

"Vanishing Gradient Problem. There is hardly any change in 

weights during backpropagation, because the gradient's value 

drops substantially. ResNet is used as a solution for this since 

it makes use of the "Skip connection" feature. 

 

 

 

4.5 RESNET-50 APPROACH 

ResNet-50 is a deep convolutional neural network architecture 

from the ResNet (Residual Network) family having 50 layers. 

ResNet, short for Residual Networks is a classic neural 

network used as a backbone for many computer vision tasks. 

Because of its remarkable performance and ability to train 

very deep networks without suffering from the vanishing 

gradient problem, ResNet-50 is frequently used for a variety 

of computer vision tasks such as image classification, object 

recognition, and image segmentation. The most significant 

innovation with ResNet was that it enabled us to train highly 

deep neural networks with 150+ layers. Here, the training 

process is monitored by evaluating performance on the 

validation set and using techniques like early stopping to 

prevent overfitting. After training, evaluate the model's 

performance on the test dataset to assess its generalization 

ability. The fig.14 represents the working flow diagram of 

proposed system.  

 

 

Fig -14: Flow Diagram of Proposed Work 

The Procedure for the implemented work: We captured the 

thermal image datasets for Split Pigeon Peas (Arhar Dal), 

Khesari Dal, Adulterated Arhar Dal (with stones and Khesari 

Dal) by using thermal camera Fluke TiX580. Then the images 

are loaded into the database of the MATLAB. With the use of 

appropriate toolbox in MATLAB (R2019a), training and 

validation, and testing phases of ResNet-50 model are 

completed and achieved maximum accuracy level for the 

detection of adulteration in arhar dal. 

http://www.ijsrem.com/
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Fig -15: ResNet-50 Architecture 

Residual networks, also known as ResNet50, are a ResNet 

model version having 48 Convolution layers, 1 MaxPool 

layer, and 1 Average Pool layer. ResNet is constructed from 

residual blocks, as shown in fig.15, by stacking residual 

blocks together, and each residual block has two 3x3 

convolution layers. We doubled the number of filters on a 

regular basis and downsampled with stride 2. The ResNet 

lacks completely linked layers to output the 1000 classes. 

Consider a neural network block with the input x and the goal 

of learning the true distribution H(x). Let us refer to the 

difference (or residual) as 

R(x) = Output − Input = H(x) – x 

We acquire the below equation after rearranging R(x) 

equation, 

H(x) = R(x) + x 

The residual block is attempting to determine the true output, 

H(x). Taking a closer look at the figure above, we can see that 

because x is causing an identity link, the layers are learning 

the residual, R(x). A typical network's layers learn the real 

output (H(x)), but a residual network's layers learn the 

residual (R(x)). It has also been discovered that learning the 

residual of the output and input is easier than learning the 

residual of the input alone. As a result, because they are 

skipped and add no complexity to the design, the identity 

residual model allows for the reuse of activation functions 

from earlier levels. 

 

 

The goal of ResNet is to locate the ' shortcut that links to the 

furthest layer,' as shown in below Fig. 16. Skipping numerous 

layers has little effect on total performance. Instead, the layers 

that were skipped are those with identical weights and the 

same prediction value. When this logic is used, stacking extra 

layers does not harm network performance, and mapping 

between residual levels is easier than fitting them straight into 

underlay mapping. Mathematically, it can be expressed as: 

Output=F(Input)+Input (i.e.) F(X)+x. 

 

 

Fig -16: Skip Connection 

There are two types of blocks in ResNet-50 that is Identity 

Block and Convolutional Block as shown in fig.17 and fig.18 

respectively. If and only if ‘input size==output size’, the value 

'x' is added to the output layer. If this is not the case, we 

append a 'convolutional block' to the shortcut path to make the 

input size equal to the output size. 

 

Fig -17: Identity Block 

 

Fig -18: Convolutional Block 

 

http://www.ijsrem.com/
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There are two methods for making the input size equal to the 

output size. They are Padding the input volume and 

Performing 1*1 convolutions. Size of output layer is 

calculated using the expression: [{(n+2p-f)/s} + 1]2 where n= 

input image size, p=padding, s=stride, f=number of filters. 

For, 1*1 convolutional layer, size of output layer = (n/2) * 

(n/2), given the input size is ‘n’. Pooling is used in CNNs to 

minimize image size. Instead, we use stride=2 here. 

The input to a residual block is passed through a series of 

convolutional layers, batch normalization, and activation 

functions. This sub-path is responsible for learning the 

residual information. The residual mapping represents the 

difference between the desired output and the input. It is 

typically computed as the output of additional convolutional 

layers. These layers aim to capture the "residual" information 

that should be added to the input to obtain the desired output. 

The original input (or a projection of it) is added (element-

wise) to the residual mapping. This skip connection bypasses 

the convolutional layers responsible for learning the residual. 

This addition operation is performed before applying an 

activation function. After the addition of the skip connection, 

an activation function (usually ReLU) is applied to the 

combined output. This ensures that the output remains non-

linear. 

 

ResNet-50 is a powerful and versatile deep learning 

architecture that excels in various computer vision tasks, 

offering benefits such as high accuracy, Effective Mitigation 

of Vanishing Gradient, Transfer Learning, Adaptable to 

Various Tasks, Interpretability, efficient training, and robust 

feature extraction. Its deep architecture and skip connections 

have made it a foundational model in the field of deep 

learning for image-related tasks. 
 

5. IMPLEMENTATION OUTCOMES AND 

REVIEWS 

 
5.1 Dataset 

When a dataset is examined, it is divided into different phases 

and the performance of the dataset and classifier is assessed 

by how well they recognize objects [12]. The suggested 

Residual Network model (ResNet50) is trained, validated and 

tested using images (around 500) acquired from a thermal 

camera classified with four different classes, and 

encompassing two different types of dal and unintentional 

particles. The complete image database has been randomly 

divided into following groups: 400 images for Training and 

Validation phases, 100 images for Testing phase. 

5.2 Training and Validation 

 

Fig -19: Residual Network-50 

 

The above fig.19 shows the flow of residual network-50 

which has depicted residual units, filter size, and 

convolutional layer outputs. In the convolutional layer block, 

the notation kxk, n specifies a filter of size k and n channels. 

The completely connected layer with 1000 neurons is denoted 

by FC 1000. The repetition of each unit is represented by the 

number at the top of the convolutional layer block. The 

number of n Classes denotes the number of output classes. 

 

The model is first trained using visuals from the train set. The 

trained model is then validated and used to perform 

classification on the test set images. The below Fig. 20 depicts 

the accuracy and variance of loss during training and 

validation phases with regard to the number of epochs 

processed. 

 

 

Fig -20: Accuracy & loss of training and validation subsets in 

terms of the number of epochs 

5.3 Testing 

The below fig.21 and fig.22 shows the results obtained during 

testing phase of the proposed work. Here the classification of 

4 different labels have been achieved perfectly with accuracy 

(success rate) of more than 98%. 

5.4 Performance Evaluation 

We took the counts of cases for each round of cross-validation 

to compare these categorization attempts. 

 

True Positives (TP): The number of correctly predicted 

positive samples. 

True Negatives (TN): The number of correctly predicted 

negative samples. 

False Positives (FP): The number of incorrectly predicted 

positive samples. 

False Negatives (FN): The number of incorrectly predicted 

negative samples. 

http://www.ijsrem.com/
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Fig -21: Results of testing phase 

Fig -22: Results of testing phase 

Accuracy, sensitivity, specificity, F-score are the 

computations used for the analysis of the outcomes. The 

following are the implications of those theorems: 

 

• Accuracy: It measures the overall correctness of 

predictions. It is the ratio of the number of correct 

predictions to the total number of predictions.   

 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

 

• Sensitivity / Recall / True Positive Rate: Sensitivity 

measures the ability of the model to correctly 

identify positive samples. 

 

Sensitivity = TP / (TP + FN). 

 

• Specificity: Specificity measures the ability of the 

model to correctly identify negative samples. 

 

Specificity = TN / (TN + FP) 

 

• F-score (F1-score): The F-score is the harmonic 

mean of precision and recall and provides a balance 

between precision and recall. It's often used when the 

class distribution is imbalanced. 

 

F-Score = 2 * (Precision * Recall) / (Precision + Recall) 

• Precision: The ratio of correctly predicted positive 

instances (TP) to the total number of instances 

predicted as positive (TP + FP).  

 

Precision = TP / (TP + FP) 

  

These metrics evaluate the performance of ResNet model. 

Calculate the values of TP, TN, FP, and FN from the model's 

predictions and the ground truth labels for our dataset to use 

these formulas effectively. 

 

6. CONCLUSION 

Adulteration of pulses with contaminants is a major issue in 

the food sector, and reliable and efficient methods for 

recognizing such adulteration are essential. The ResNet-50-

based CNN model is an effective tool for identifying 

adulteration in lentils with a high degree of precision. The 

success rate of the model for detecting adulteration in lentils 

depends on the quality of the dataset used for training. A well-

labelled dataset that contains images of different types can 

help to improve the precision of the model. ResNet-50's deep 

learning capabilities have improved the accuracy (more than 

98%) of object recognition and classification within thermal 

images. It also employs skip linking to add the output of a 

prior layer to a subsequent layer and this alleviates the fading 

gradient difficulties. Thermal cameras used in this study helps 

to detect objects based on their heat signatures, which can be 

valuable in low-light or adverse weather conditions. Thus, 

thermal imaging provides additional information compared to 

visible light cameras, especially in scenarios where visibility 

is limited due to smoke, fog, or darkness. The suggested 

system can be used in food processing plants and laboratories 

to ensure the quality and safety of the lentils. This study helps 

to shorten the time required, making it a viable choice for the 

food trade. In future, this study can be enhanced by exploring 

deeper architectures to improve performance by developing 

more efficient versions of ResNet that maintain or even 

improve accuracy while reducing computational and memory 

requirements. Models like ResNet-101, ResNet-152, and even 

deeper variants can be developed, which could offer better 

feature extraction and generalization. Combining multiple 

ResNet models or other architectures into an ensemble can 

often boost performance and improve model robustness. 
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