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Abstract  

This paper presents a novel deepfake detection approach that 

combines spatial and temporal analysis, leveraging keyframe 

extraction, global feature enhancement, and a dual network 

system integrating ResNeXt-50 and LSTM. This hybrid 

approach aims to detect AI-synthesized media by enhancing 

subtle artifacts in manipulated frames. Initial observations indi 

cate that spatial enhancements improve artifact detection while 

the LSTM effectively identifies temporal inconsistencies. This 

methodology, outlined with expected performance outcomes, 

contributes a robust solution for deepfake detection that is 

adaptable to future real-time applications. 
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1. INTRODUCTION 

 
Deepfake technology, fueled by advancements in GANs and 

deep learning, has revolutionized media synthesis, allowing for 

highly realistic manipulation of faces in videos [1], [2]. While 

this technology has legitimate applications in entertainment and 

education, its misuse for misinformation, privacy violations, and 

fraud raises critical ethical and security concerns [3]. Given the 

increasing adaptability of generative models, detecting these 

sophisticated forgeries remains challenging, as traditional 

detection methods often fail to capture subtle manipulation 

artifacts in both spatial and temporal domains. This paper 

introduces a hybrid deepfake detection approach, combining 

spatial feature extraction via keyframe selection and global 

feature enhancement with temporal sequence analysis using 

ResNeXt-50 and LSTM layers, aiming to provide a robust 

detection system. 

2. RELATED WORK 

 

2.1 Deepfake Generation 

Deepfake generation primarily utilizes GANs [1], with 

methods such as Face2Face [2] and StyleGAN [4] achieving 

highly realistic results through a generator-discriminator 

framework. These models synthesize faces that closely mimic 

authentic media, complicating detection efforts 

 

2.2 Deepfake Detection Techniques 

 2.2.1 Spatial Analysis: CNNs are widely used for spatial 

deepfake detection, identifying GAN-related artifacts like mis 

matched textures or lighting inconsistencies [5]. Liu et al. 

introduced Global Texture Enhancement (GTE) to highlight 

subtle anomalies, which this study incorporates [6].  

 2.2.2 Temporal Analysis: RNNs and LSTMs are effective 

in analyzing sequential inconsistencies across frames, capturing 

transitions that are typically unnatural in manipulated videos [7]. 

This paper combines both spatial and temporal methods for 

comprehensive detection. 

 

3. PROPOSED SYSTEM 

 
 The proposed system integrates keyframe extraction, 

global feature enhancement, ResNeXt-50 for feature 

extraction, and LSTM for temporal analysis, as shown in Fig. 

1.  

 

3.1 Keyframe Extraction  

 

To reduce redundancy and improve efficiency, 

keyframes are selected from each video using similarity-based 

sampling [8]. Keyframes capture representative visual 

information without unnecessary duplication, allowing our 

model to focus on critical content changes that reveal potential 

deepfake artifacts. 

  

3.2 Face Detection and Cropping  

 

Dataset is preprocessed by the splitting the video into 

frames. The frames are then passed through face detection and 

cropped with detected face using Google’s CloudVision API or 

MTCNN [9] a robust face detection model that isolates facial 

regions, thereby enhancing the model’s focus on areas most 

susceptible to manipulation.  

 

3.3 Global Feature Enhancement  

 

Inspired by Liu et al. [6], global feature enhancement 

is applied through histogram equalization and edge sharpening. 

This step emphasizes subtle texture inconsistencies and lighting 

disparities introduced during GAN processing, improving the 

visibility of deepfake artifacts.  

 

3.4 Feature Extraction with ResNeXt-50  

 

 The ResNeXt-50 architecture [10] is used for feature 

extraction. Its high cardinality allows it to capture complex 

facial features and artifacts across diverse frames. The 

extracted feature vectors are 2048-dimensional, forming a 

robust representation of spatial characteristics necessary for 

deepfake detection.  
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3.5 Temporal Analysis with LSTM  

To capture temporal inconsistencies, we use an LSTM 

network that processes the sequential feature vectors from 

ResNeXt-50. We propose use of 2048 LSTM unit with 0.4 

chance of dropout. LSTMs are effective for sequence data, 

allowing the model to learn patterns indicative of temporal 

manipulation across frames. 

 

 

4. MATHEMATICAL MODEL 

 

The proposed deepfake detection system integrates spatial and 

temporal analysis for robust classification of videos as either 

real or fake. The mathematical representation of each 

component is as follows: 

 

A.  Problem Definition 

 The goal is to classify a video V as either real (0) or fake (1). 

This can be expressed as: 

𝑓(𝑉) =  {
1 𝑖𝑓 𝑉 𝑖𝑠 𝑓𝑎𝑘𝑒,
0 𝑖𝑓 𝑉 𝑖𝑠 𝑟𝑒𝑎𝑙

 

Here, 𝑓(𝑉) is a classification function. 

 

 

 

B. Keyframe Extraction 

 Given a video 𝑉 = {𝐼1, 𝐼2, … , 𝐼𝑛}  comprising 𝑛 frames, the 

keyframes 𝐾 = {𝑘1, 𝑘2, … , 𝑘𝑚} (𝑚 ≪ 𝑛)  are selected based on 

similarity:  

𝑆(𝐼𝑖 , 𝐼𝑖+1) =  
𝑠ℎ𝑎𝑟𝑒𝑑 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝐼𝑖 , 𝐼𝑖+1)

𝑡𝑜𝑡𝑎𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝐼𝑖 , 𝐼𝑖+1)
 

A frame 𝐼𝑖  is selected as a keyframe if:  

𝑆(𝐼𝑖 , 𝐼𝑖+1) < 𝜃, 

where θ is the similarity threshold. This ensures only significant 

frames are retained for further processing.  

 

C. Global Feature Enhancement  

 Each keyframe ki undergoes global feature enhancement:  

 1) Histogram Equalization:  

Adjusts the intensity distribution 𝑝(𝑥) of 𝑘𝑖 :  

𝑝′(𝑥) = ∫ 𝑝(𝑢)
𝑥

0

 𝑑𝑢, 

where 𝑝′(𝑥) is the equalized intensity.  

2) Edge Sharpening:  

Enhances boundaries in 𝑘𝑖 :  

𝐺(𝑘𝑖) = 𝑘𝑖 + λ ⋅ ∇2𝑘𝑖 , 

Fig. 1. Proposed System Architecture 

http://www.ijsrem.com/
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where ∇2𝑘𝑖  is the Laplacian of the image, and λ controls the 

sharpening strength. 

The enhanced frame is denoted as 𝐺(𝑘𝑖). 

D. Feature Extraction with 𝑅𝑒𝑠𝑁𝑒𝑋𝑡 − 50  

 Each enhanced keyframe 𝐺(𝑘𝑖) is passed through the 

ResNeXt-50 model for spatial feature extraction: 

𝑋𝑖 = 𝑅𝑒𝑠𝑁𝑒𝑋𝑡(𝐺(𝑘𝑖)), 

where Xi is a d-dimensional feature vector (typically d = 2048). 

For all keyframes:  

𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑚}. 

 

E. Temporal Analysis with LSTM  

 The sequence of spatial feature vectors 𝑋 is processed by an 

LSTM to capture temporal relationships:  

ℎ𝑡 = σ(𝑊ℎ ⋅ 𝑋𝑡 + 𝑈ℎ ⋅ ℎ𝑡−1 + 𝑏ℎ), 

where:  

• ℎ𝑇: Hidden state at timestep 𝑡,  

• 𝑊ℎ, 𝑈ℎ , 𝑏ℎ : Weight matrices and bias,  

• 𝜎: Activation function (e.g., 𝑡𝑎𝑛ℎ or ReLU).  

The final hidden state hT is used for classification:  

𝑦 = softmax(𝑊𝑜 ⋅ ℎ𝑇 + 𝑏𝑜), 

where y represents the output probabilities for the classes 

(real/fake).  

 

F. Classification  

 The video is classified as fake if:  

𝑎𝑟𝑔 𝑚𝑎𝑥(𝑦)  =  1.  

 

G. Loss Function  

 The model is optimized using the loss function, we use 

cross-entropy loss function:  

ℒ = − ∑[𝑦𝑖 ⋅ log(𝑦�̂�) + (1 − 𝑦𝑖) ⋅ log(1 − 𝑦�̂�)]

𝑁

𝑖=1

, 

where:  

• 𝑦𝑖: Ground truth label for video 𝑖,  

• 𝑦�̂�: Predicted probability for the fake class,  

• 𝑁: Total number of videos in the training set. 

 

 

5.  ALGORITHMS 

 

 Algorithm 1: Keyframe Extraction for Efficient 

Processing  

 Input: Video frames 𝐼 = \{𝐼_1, 𝐼_2, . . . , 𝐼_𝑛\}  

 Output: Keyframes 𝐾 = {𝑘1, 𝑘2, … , 𝑘𝑚} 

 

1) Initialize similarity threshold θ(theta) and an  

       empty keyframe set 𝐾.  

 2) For each frame 𝐼𝑖  in 𝐼:  

  • Compute similarity score 𝑆(𝐼𝑖 , 𝐼𝑖+1) using:  

𝑆(𝐼𝑖 , 𝐼𝑖+1) =
shared pixel features

total pixel features
 

  • If 𝑆(𝐼𝑖 , 𝐼𝑖+1) <, then: 

   – Add 𝐼𝑖  to keyframe set 𝐾: 𝐾 = 𝐾 ∪ {𝐼𝑖} 

 3) End For  

 4) Return keyframe set 𝐾 for further processing.  

The extracted keyframes focus on significant visual transitions, 

reducing redundancy and improving computational efficiency 

during downstream processing.  

 

 Algorithm 2: Feature Extraction and Analysis with 

ResNeXt-50 and LSTM  

 Input: Keyframes 𝐾 = {𝑘1, 𝑘2, … , 𝑘𝑚} 

 Output: Classification of video as real or fake.  

1) Preprocess keyframes𝐾𝑖:  

 Apply global feature enhancement (e.g., histogram 

equalization and edge sharpening).  

2) Extract spatial features using ResNeXt-50:  

𝑋𝑟𝑒𝑠 = 𝑅𝑒𝑠𝑁𝑒𝑋𝑡(𝑘𝑖) for each keyframe 𝑘𝑖 

3) Pass sequential features {𝑋𝑟𝑒𝑠1, … , 𝑋𝑟𝑒𝑠𝑚} to LSTM:  

 Process temporal relationships across frames to detect 

manipulation artifacts.  

Generate hidden state ht for each time step:  

ℎ𝑡 = σ(𝑊ℎ ⋅ 𝑋𝑟𝑒𝑠𝑡 + 𝑏ℎ) 

4) Output the classification result (real/fake) based on   

temporal and spatial analysis 

 

6.  EXPERIMENTAL SETUP  

 

A. Datasets  

We evaluated our approach using the FaceForensics++ 

[11], Celeb-DF [12], and Deepfake Detection 

Challenge (DFDC) [13] datasets, ensuring a variety of 

deepfake techniques and conditions for robustness 

testing. We are also using a dataset created using 

videos from YouTube, Instagram and X(formerly 

Twitter) to represent deepfake content made using 

latest technologies.  

 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 02 | Feb - 2025                             SJIF Rating: 8.448                                      ISSN: 2582-3930                                                                                                                     

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM41765                                              |        Page 4 
 

 

B. Implementation  

To better expose subtle inconsistencies typical of 

deepfake manipulations, we employ Global Feature 

Enhancement through histogram equalization and edge 

sharpening techniques. This enhancement emphasizes 

texture and lighting artifacts, which are often present 

in manipulated frames but difficult to detect in 

standard representations.  

The deepfake detection model is implemented using 

transfer learning with ResNeXt-50 for feature 

extraction, followed by an LSTM layer to capture 

temporal inconsistencies across video frames. This 

approach utilizes a pretrained ResNeXt-50 model, 

which generates a 2048-dimensional feature vector for 

each frame, capturing critical spatial details, such as 

textures and facial structures that may exhibit deepfake 

artifacts. The ResNeXt-50 Model is fine-tuned on the 

selected datasets to enhance sensitivity to subtle 

artifacts.  

The extracted features are sequentially fed into an 

LSTM Layer to analyze temporal relationships across 

frames, where subtle inconsistencies in facial 

expression and lighting are evaluated. This combined 

approach enables the model to detect frameto-frame 

manipulations, which are characteristic of deepfake 

videos. We use transfer learning with ResNext-50 to 

significantly reduce training time and computational 

resources, while preserving the model’s ability to 

generalize across different types of deepfake 

manipulations. 

The system is implemented in PyTorch, using an 

NVIDIA Tesla V100 GPU (batch size of 32, learning 

rate of 0.001) 

 

7.  RESULTS AND ANALYSIS 

 

 This section outlines the initial results obtained from early 

stage testing of the proposed deepfake detection model. While 

comprehensive validation is ongoing, the preliminary findings 

highlight the potential effectiveness of the hybrid approach that 

combines spatial and temporal analysis.  

A. Quantitative Results  

The model’s performance is expected to surpass 

baseline approaches due to the integration of spatial 

and temporal analysis.  

 

Table 1. RESULTS ON VARIOUS DATASETS 

Dataset Accuracy Precision F1-

Score 

FaceForensics++ 94% 92% 0.91 

Celeb-DF 92% 90% 0.90 

DFDC 93% 93% 0.91 

Custom 95% 95% 0.93 

Note: These metrics are derived from an early phase of 

testing and may vary as the model is fine-tuned and 

tested on the complete datasets.  

B.  Graphical Analysis  

The following graphs illustrate the trends during model 

training and comparative analysis with other models at 

current state.  

1) Accuracy and Loss Across Epochs: The training 

accuracy and loss across epochs are shown in  

 

Fig. 2. Accuracy and Loss across training epochs. 

 

Fig. 2. The accuracy steadily improves, while loss 

decreases significantly after epoch 20.  

2) Precision-Recall Curve:  

The precision-recall curve in Fig. 3 demonstrates 

the model’s effectiveness in detecting subtle 

manipulations, with an estimated AUC of 0.93.  

 

Fig. 3. Precision-Recall curve for the proposed model. 

3) Comparative Analysis:  

Fig. 4 presents a comparison of the F1-scores of 

our proposed method against baseline models. 

The proposed system outperforms CNN-only and temporal   

only approaches due to its hybrid architecture. 
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Fig. 4. Comparative F1-Scores across models 

 

8. DISCUSSION 

 

 The completed deepfake detection model combines spatial 

and temporal analyses, addressing the limitations seen in single-

dimension approaches. Early testing suggests that the model is 

effective in capturing spatial texture artifacts and sequential 

inconsistencies across frames. Final results are expected to 

confirm this, highlighting the robustness of the combined 

ResNeXt-50 and LSTM architecture. However, the 

computational demands of the model present challenges for 

real-time applications, a limitation that future work may address 

through lightweight model optimization. Additional plans 

include testing on extended datasets and potentially expanding 

to multimodal analysis with audio deepfake detection. 

9. CONCLUSION 

 

 This paper proposed a novel deepfake detection system that 

combines spatial and temporal analysis for improved 

robustness. Through keyframe extraction, global feature 

enhancement, and a ResNeXt-50 and LSTM integration, the 

model captures subtle manipulations that evade traditional 

detection. Initial observations suggest strong performance, and 

further testing will validate these findings. Future work includes 

optimizing for real-time applications and exploring multimodal 

detection with audio to address increasingly sophisticated 

deepfake methods 
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