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Abstract - Depression is common mental disorder that 

affect millions of people in world.in past few years, 

depression detection has gained popularity through its 

speech. However, many challenges remain which 

includes feature providing the best discrimination 

between classes and depression levels in this model we 

give different type of features for depression detection by 

using comparative analyses by using this same collection, 

the test base and speech base system is evaluated and how 

the system is built we found that performance can be 

increase by using combination of feature which is drawn 

from both speech and text. Nowadays there are lot of 

platforms like Twitter, Facebook, and Instagram for an 

individual to express their emotions which can be in the 

form of images, videos, audios and mostly through text. 

These social media platforms provide huge quantity of 

user data which can be used for explorative analysis. This 

textual data is most widely used data analysis which 

offers a bunch of characteristics and the state of emotion 

of an individual. So, we will be using Emotion artificial 

intelligence for emotion detection, which involves the 

field of data mining. Twitter, Facebook, YouTube are 

number of social media platforms. Emotions, opinions of 

majority people are expressed through their social media 

images, videos and text. Hence due to this presence of 

social media there is large user data available for 

explorative analysis. Mainly textual data is most widely 

used which gives number of characteristics. Hence it 

became best choice for data analysis, for emotion AI. 

 
 

Key Words:  Depression, Data, Audio, Video, Feature 

extraction. 

 

 

 

 

 

 

 

1.INTRODUCTION 

• AIM: - 

 
This project will focus on feature development for 

depression detection by investigating how to build a 
detection system that extracts features from Text and 
speech and detect emotions using facial expressions. This 
work aims to discover which features provide the best 
discrimination between depression levels. 

• MOTIVATION: - 
 The main motivation of this research is to make the 

interface which is simpler, interactive with a common 

person and more flexible. Depression is a common and 

major mental illness and spreading worldwide, which 

lead to suicides. Every year around globe, more than 300 

million people are estimated to suffer from depression. 

Generally, depression is diagnosed through face to face 

by using clinical methods. However, at early stages of 

depression, 70% of the patients would not consult 

doctors, which may take their condition to advance 

stages. The developers and experts have more knowledge 

to develop such system which can visualize facial, Audio, 

Text Features. 

 

2.OBJECTIVE 

• To Predict mood level or activity based on score with 

class label.  

• To successfully implement the test model based on 

training set as deep learning approach. 

• To execute the proposed system maximum accuracy.  

• The main goal of this project is to detect stress of person. 

• The aim of the system to detect suicidal intent.  

• To detect stress through speech analysis, to use these 

MFC coefficients is the computation of the mean and the 
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standard deviation of each of them, instead of using them 

as a single feature which can lead to very large feature 

sets. 

2. LITERATURE SURVEY 

 

1. Depression Detection Using Machine Learning 

Techniques on Twitter Data (IEEE 2021). 

(Kuhaneswaran A/L Govindasamy, Naveen 

Palanichamy) 

Description: -  

This research is used to detect the depression of people 

on twitter data of people by analyzing the data such as 

comment text etc. Firstly, the data collected from twitter 

of any platform is gathered. Then that data is fed into two 

different classifier which is naïve baiyes and NB Tree 

which is hybrid model. Therefore, we can observe both 

dataset gives same accuracy level and perform equally. 

Pros: -  

• Fastest Algorithm and time to process is less easily 

predict the class 

• Multi class prediction Problem Can be solved using 

this model. 

Cons: - 

• If your test data is not present or empty then the naïve 

baiyes model assign probability to zero and then the 

accuracy of model becomes less and cannot take data 

into consideration 

2. Depression Detection by Analyzing social media  

Posts of User (2019 IEEE) 

(Nafiz Al Asad, Md. Appel Mahmud Pranto, Sadia Afreen, 

Md. Maynul Islam) 

Description: - 

The paper aims to model that takes a username and 

perform analysis of the social media posts of the user to 

determine the levels of critical to depression. This model 

is trained to classify the depression criteria in six ranges 

including Considered Normal, Mild, Moderate, 

Borderline, Severe, Extreme. If a person is above 55% 

verdict is depressed. The tweets and post from Facebook 

and twitter is collected and analyzed by the model and 

label it whether it is depressed or not. 

 

 

Pros: -  

• Detects at various level of prediction and give more 

priority to particular person. 

Cons: - 

• Accuracy of model is less 

•  The limitation of language in this model  

3. Recognition of Audio Depression Based on 

Convolutional Neural Network and Generative 

Antagonism Network Model (2020 IEEE) 

(Zhiyong wang, longxi chen , lifeng wang , and 

guangqiang diao) 

Description: - 

Using convolution neutral network and generative 

antagonism network model recognise audio depression. 

Data pre-processing is done then removed long term mute 

segment from dataset and merge the rest audio in new 

audio file. Then Mel-scale frequency cepstral coefficient 

(MFCC), spectral entropy, etc features are extracted using 

audio difference normalisation algorithm. 

 

Pros: - 

• in field of mental healthcare audio depression 

recognise has maximum importance. 

• Values obtained from RSME and MAE gives 5% 

more accuracy than comparison algorithm. 

Cons: - 

• there should be long term muted audio cause decrease 

in accuracy 

• CNN has several layers then the training process 

takes a lot of time when there isn’t good GPU of your 

computer. 

4. The Detection of Depression Using Multimodal 

Models Based on Text and Voice Quality Features 

(2021 IEEE) 

(Hanadi Solieman, Evgenii A. Pustozerov) 

Description: - 

This paper aims to make multimodal models using text 

and voice to predict depression.  In this study we create 

text analysis model using natural language processing 

techniques and create voice quality analysis model to 

analyze voice. The model analysis text and made its best 

performance with an F1-score equal to 0.8/0.5 for non-
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depressed and depressed individuals, while the voice 

quality model scored 0.76 /0.38. 

 

Pros: - 

• it is easy to implement  

• natural language processing system provides answers 

to the question in natural language. 

 

Cons: - 

• accuracy is low  

• natural language processing system does not have a 

user interface  

5. A Depression Recognition Method for College 

Students Using Deep Integrated Support Vector 

Algorithm. (2021 IEEE) 

(Yan ding, xuemei chen, qiming fu , and shan Zhong) 

Description: - 

Due to the increase in the population the pressure on 

students in order to perform well while dealing with the 

difficult competition around them has affected the mental 

health of the students. The social networking sites like 

Weibo, QQ and WeChat have provided these students 

with platforms where they can interact with their friends 

and express their emotions and relieve their stress. The 

data which these social network platforms contain can be 

used for detecting the mental health of an individuals. 

This paper analyses the text of Sina Weibo from college 

students to detect the level of depression among them. 

This text info is converted into input data from which 

features are extracted using deep neural networks which 

are used in the machine learning model to predict 

depression among college students. A DISVM (Deep 

integrated support vector machine) algorithm is used to 

classify input data and find the results. 

Pros: - 

• requires less memory to process 

• If Multiple dimensional datasets are given then this 

algorithm is efficient 

Cons: - 

• does not perform well for datasets with more noise 

i.e., target classes are overlapping. 

6. Diagnosis of Depressive Disorder Model on Facial 

Expression Based on Fast R-CNN. (2022 MDP) 

(Young-Shin Lee 1 and Won-Hyung Park) 

 

Description: -  

In this study, diagnosis of depressive disorder model on 

facial expression based on fast R-CNN Is used to detect 

depression from facial expression. This application 

provide user with the facial expression recognition 

feature that are used to measure the level of depression of 

the user. On the basis of the depression level the 

application would recommend the types of treatment best 

suited for the user. 

 

Pros: -  

• depression detection using facial expression 

recognition is to provide a self- detection tool for user 

to identify user depress or not. 

Cons: - 

• R-CNN detection is slow process. 

• Long time for processing which does not work 

properly with large and big life datasets 

7. Natural language processing methods for acoustic 

and landmark event-based features in speech-based 

depression Detection. (2019 IEEE) 

(Zhaocheng Huang, Julien Epps, Dale Joachim, 

Vidhyasaharan Sethu) 

Description: - 

This paper framework model is created for analysis of 

acoustic and landmark event from speech to determining 

depression. Acoustic and landmark words are extracted 

from speech using mfcc and landmark extraction 

respectively. These extracted words are tokenised using 

n-gram algorithm. These tokens are extracted using BoW, 

W2V, LDA and these extracted tokens are reached to 

SVM algorithm that determines depression or non-

depression. 

Pros: - 

• this framework works for drastically different 

datasets (i.e., clean vs noisy for DAIC-WOZ and 

SH2-FS) 

 

• different types of speech events are combined to 

analyse the depression 
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Cons: - 

• it takes the short term depressional characteristics 

during emotional speech rather than long term 

characteristics associated with depression 

8. Depression detection by analyzing eye movements 

on emotional images. (2021 IEEE) 

(Ruizhe Shen1 , Qi Zhan1 , Yu Wang1 , Huimin Ma*2) 

Description: - 

In this Paper they analyse eye movements on emotional 

images to detect the depression.in these positive, negative 

and neutral images are selected as experiment. 

Differentiating it with free viewing paradigm. Frame 

tracking is created to analyse attention disengagement.  

From the eye movement psychological features are 

extracted and train a state classifier of support vector 

machine to check depression or non-depression amongst 

people. 

Pros: - 

• gives 77% accuracy after adding frame tracking stage 

in model 

 

• it uses emotional images and eye tracking for 

depression detection 

Cons: - 

• eye tracking technology becomes ideal for depression 

detection after upgrading of equipment and data 

mining. 

9. A review on depression detection and diagnoses 

based on visual facial cues (2020 IEEE) 

(Sana A. Nasser, Ivan A. Hashim, Wisam H. Ali) 

Description: - 

This Model is created as a depression detection model 

which will use visual facial cues to predict the state an 

individual is in. It used various processes like feature 

extraction, feature reduction and makes use of depression 

visual signs and Action units. 

 

Pros: - 

• It uses the SVM (Support Vector Machine) algorithm 

which is effective in high dimensional spaces.  

• Various features are combines with the help of RBM 

(Restricted Boltzmann Machine) that improves the 

accuracy of the model 

• Subsets of the training function are used so it is also 

memory efficient. 

Cons: - 

• The model becomes complex as lot of there is lot of 

multicollinearities (i.e., when the various 

independent variable gets correlated), this 

multicollinearity reduces the efficiency of model. 

10. Depression detection based on deep distribution 

learning. (2019 IEEE) 

(Wheidima Carneiro de Melo, Eric Granger, Abdenour 

Hadid) 

Description: - 

This paper aims at predicting the depressions levels of 

individuals through distribution learning. The paper gives 

the relationship between the facial images and the 

depression levels. It uses the AVEC2013 and AVEC2014 

public datasets to experiment. 

Pros: - 

• The MTCNN (Multitask cascade convolutional 

networks) is employed which is very fast, accurate 

and robust. It even detects faces with different 

lightning, sizes and strong rotations. 

Cons: - 

• More focus is on the central region of the face 

and hence other important features are ignored in 

this model. It is a slow process and requires a 

good GPU in the perform effectively. 

3. Feasibility Scope: - 

• The functionality analysis is a crucial reason for 

system experiments for general purposes.  

• In earlier phases of Software integration, it is 

important to check whether or not the environment 

project is effective.  

1. Technical Feasibility: - 

Software requirements: 

  Programming Language: Python  

  IDE: Jupyter, Spyder  
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Hardware requirements:  

  Processor: Intel i5 and above  

  Operating System: Windows 10  

  Ram: 8 GB and above  

2. Economic Feasibility: - 

• Economic feasibility estimates projected costs to 

understand if they are within the   projected budget or if 

the project has a reasonable return on investment   

 •  only needs to be determined if feasible.  project cost 

will be within target budget or investment profit. 

3. Operational Feasibility: - 

• Operational Feasibility tests the company's readiness to 

support the plan.  

 • This is probably the most difficult feature to extend. 

4. Time Feasibility: - 

• Similar to the financial implications, it is important to 

take a rough guess of the business plan to determine if it 

is feasible within the critical time frame for the overall 

system project.  

• The period is as follows. It is already specified in project 

task and the Gant map. 

 

3. CONCLUSIONS 

 

That in system we will detect person is depressed or not 

using Audio and text dataset. The Deep learning 

technique is used CNN algorithm and Machine Learning 

used SVM. With the help of These CNN algorithm and 

SVM algorithm to detect depressed person or not. We are 

using Harr cascade algorithm to detect facial expression. 
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