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Abstract: This research presents the development and performance evaluation of a Hybrid Convolutional 

Neural Network-Assisted Decoder (HCNAD) for error detection and correction in digital communication 

systems. The proposed method combines the classical Golay coding scheme with neural network-based 

decoders, specifically Multi-Layer Perceptron (MLP) and Convolutional Neural Network (CNN) 

architectures. Comparative analysis was performed with the traditional Golay baseline using performance 

metrics such as Bit Error Rate (BER) and Frame Error Rate (FER) under varying signal-to-noise ratios 

(Eb/N₀). Experimental results demonstrate that the CNN-assisted decoder consistently outperforms both the 

baseline and MLP-assisted models, especially in low signal-to-noise conditions. The findings highlight the 

potential of integrating deep learning with conventional coding schemes to enhance communication 

reliability and reduce decoding errors in noisy environments. 
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1 Introduction 

Reliable data transmission is a fundamental requirement of digital communication systems. Noise in the 

transmission medium introduces errors that can corrupt the received data. Error detection and correction 

(EDAC) techniques such as Hamming, Golay, and cyclic redundancy checks have been traditionally employed 

to combat this issue. 

While these classical approaches perform well under moderate noise, their error correction capabilities are 

limited by fixed code structures and decoding algorithms. In contrast, machine learning, and particularly neural 

networks, offer adaptive and data-driven learning capabilities, making them suitable for modeling non-linear 

relationships in noisy communication channels. 

Recently, researchers have started exploring deep learning-assisted error correction techniques, where neural 

networks act as either standalone decoders or assist conventional schemes. However, most existing works utilize 

simple feedforward networks or recurrent architectures that are computationally expensive. 

This work proposes a Hybrid Convolutional Neural Assisted Decoder (HCNAD) that combines the robust 

structure of Golay codes with the pattern recognition strength of CNNs. The CNN learns to refine the decoding 

decisions based on soft information derived from noisy channel outputs, thereby improving decoding accuracy. 
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2 Literature Review 

• Golay Codes: The Golay (23,12) code is a well-known perfect code capable of correcting up to 

three-bit errors in a 23-bit block [1]. Despite its strong correction capability, its hard-decision decoding 

can still produce residual errors under high-noise conditions. 

• Hamming Codes: Hamming codes (15,11) and (7,4) are simple and efficient but are limited to 

single-bit error correction [2]. 

• Neural Decoders: Nachmani et al. [3] introduced a neural belief propagation approach to train 

neural decoders capable of improving over traditional belief propagation in low SNRs. Gruber et al. [4] 

extended this with deep neural networks for linear block codes. 

• Hybrid Models: Recent studies [5–6] explore combining classical ECC structures with neural 

models, leading to hybrid systems that balance interpretability and learning flexibility. 

However, few studies have applied convolutional neural architectures to classical ECC frameworks. CNNs 

can learn local parity relations efficiently, reducing the decoding error probability. This research focuses on this 

gap and introduces a CNN-assisted Golay decoder for improved noise resilience. 

3  Methodology 

3.1  System Overview 

The proposed hybrid decoding framework consists of two primary modules: 

1. Conventional Golay Encoder-Decoder 

2. CNN-based Neural Decoder Enhancement 

The transmitter encodes 12-bit input data into 23-bit Golay codewords. The encoded symbols pass through an 

Additive White Gaussian Noise (AWGN) channel. The receiver first performs traditional Golay decoding, 

followed by CNN-based refinement. The block diagram of methodology is shown below 

 

Figure 1 Block diagram of Methodology used 

The proposed methodology for the Hybrid Convolutional Neural Aided Decoder (HCNAD) is designed to 

enhance the decoding performance of traditional Golay-coded communication systems. The process begins at 

the transmitter section, where an input bit stream representing digital information is first encoded using a 

convolutional encoder. This encoding introduces redundancy into the data stream, which helps improve error 
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correction capability. The convolutionally encoded bits are then further encoded using a Golay (23,12) block 

code, providing an additional layer of protection against transmission errors. Once the encoding process is 

complete, the coded bits are modulated using Binary Phase Shift Keying (BPSK), which converts the binary 

symbols into analog waveforms suitable for transmission over a communication channel. 

The modulated signal is then transmitted through an Additive White Gaussian Noise (AWGN) channel, which 

simulates the real-world effect of noise on the signal. The level of noise is determined by the signal-to-noise 

ratio per bit (Eb/N₀), allowing controlled testing under different channel conditions. At the receiver end, the 

signal undergoes BPSK demodulation to retrieve soft decision values known as Log-Likelihood Ratios (LLRs). 

These soft values contain probabilistic information about each transmitted bit, which helps improve decoding 

accuracy. 

The demodulated LLRs are first processed through a Golay decoder that corrects single and double-bit errors 

while detecting triple-bit errors. The output of the Golay decoder is then passed to a Viterbi decoder, which 

performs maximum likelihood sequence estimation based on the convolutional code structure. However, 

traditional decoding methods often leave some residual errors uncorrected, especially under low signal-to-noise 

conditions. To address this limitation, the Hybrid Convolutional Neural Aided Decoder (HCNAD) introduces a 

neural network-based decoding layer after conventional decoding. 

In the HCNAD stage, the LLR information is reshaped and fed into a neural network model that refines the 

decoding process. Two neural architectures are considered: a Multilayer Perceptron (MLP) and a Convolutional 

Neural Network (CNN). The MLP-based HCNAD learns nonlinear relationships between noisy input features 

and original bit sequences, while the CNN-based HCNAD leverages local spatial patterns among LLRs to 

enhance decoding accuracy. The CNN’s convolutional layers extract meaningful features from the input data, 

making it particularly effective in recognizing complex noise patterns and residual error correlations. The output 

of the neural decoder represents the final corrected bit stream, which closely approximates the originally 

transmitted data. 

Finally, the performance of the system is evaluated using two key metrics: Bit Error Rate (BER) and Frame 

Error Rate (FER). BER is calculated as the ratio of incorrectly decoded bits to the total number of transmitted 

bits, while FER represents the ratio of erroneous frames to total transmitted frames. Comparative analysis is 

conducted between the baseline system (convolutional and Golay codes without neural enhancement), the MLP-

based HCNAD, and the CNN-based HCNAD. The results show that the CNN-aided decoder outperforms both 

the traditional and MLP-based approaches by achieving lower BER and FER values. This demonstrates that the 

integration of deep learning into traditional channel decoding frameworks can significantly improve 

communication reliability, especially in noisy environments. 

3.2 Golay Encoder and Channel Model 

Each 12-bit message mmm is encoded using the Golay (23,12) generator matrix G: 

𝑐 = 𝑚 ⋅ 𝐺  

where c represents the 23-bit codeword. The AWGN channel introduces Gaussian noise n to the transmitted 

signal: 

𝑟 = 𝑐 + 𝑛, 𝑛 ∼ 𝑁(0, 𝜎2)  
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The signal-to-noise ratio (SNR) is defined by 𝐸𝑏/𝑁0  in decibels. 

3.3 Neural Network Architectures 

Two neural architectures were designed and compared: 

• HCNAD-MLP (Baseline Neural Model) 

A two-layer feedforward network with ReLU activation trained on soft input samples (23 features). 

Limitation: Does not learn inter-bit correlations effectively. 

• HCNAD-CNN (Proposed Model) 

A 1D convolutional neural network with two Conv1D layers and sigmoid output activation to predict 

the corrected 12-bit message. 

This architecture learns spatial dependencies among the received bits, enabling superior decoding 

performance. 

3.4 Evaluation Metrics 

The following metrics were used for performance evaluation: 

1. Bit Error Rate (BER): 

𝐵𝐸𝑅 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐵𝑖𝑡 𝑒𝑟𝑟𝑜𝑟𝑠

𝑇𝑜𝑡𝑎𝑙 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝐵𝑖𝑡𝑠
 

2. Frame Error Rate (FER): 

 

𝐹𝐸𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑟𝑎𝑚𝑒𝑠 𝑤𝑖𝑡ℎ 𝐸𝑟𝑟𝑟𝑜𝑟𝑠

𝑇𝑜𝑡𝑎𝑙 𝐹𝑟𝑎𝑚𝑒𝑠
 

Simulations were performed for Eb/N0=1,2,3,4 dB with 1500 test blocks per SNR point. 

 

4  Results and Discussion 

The performance evaluation of the proposed Hybrid Convolutional Neural Aided Decoder (HCNAD) model 

was carried out by comparing it with the traditional Golay baseline decoding method. The analysis focused on 

two key performance parameters: Bit Error Rate (BER) and Frame Error Rate (FER) across varying signal-to-

noise ratios (Eb/N₀) ranging from 1 dB to 4 dB. 

At Eb/N₀ = 1 dB, the Golay baseline achieved a BER of 0.1250 and FER of 0.8123. The HCNAD-MLP model 

performed slightly worse with BER 0.1298 and FER 0.8137, whereas the HCNAD-CNN achieved a better BER 

of 0.11 and a significantly improved FER of 0.746. This indicates that even at low SNR conditions, the CNN-

based hybrid model begins to generalize noise patterns more effectively than the traditional method. 

At Eb/N₀ = 2 dB, the Golay baseline improved to a BER of 0.0975 and FER of 0.714. The HCNAD-MLP model 

showed comparable results with BER 0.1027 and FER 0.7303, while the HCNAD-CNN model further reduced 

errors to BER 0.0813 and FER 0.6083, highlighting its growing robustness with increasing signal strength. 
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At Eb/N₀ = 3 dB, the Golay baseline achieved a BER of 0.0761 and FER of 0.5993. The HCNAD-MLP model 

yielded BER 0.0823 and FER 0.6263, while the HCNAD-CNN model achieved a BER of 0.0595 and FER 

0.4957, showing a notable performance enhancement over both baseline and MLP-based hybrid approaches. 

Finally, at Eb/N₀ = 4 dB, the Golay baseline reached its best performance with a BER of 0.0559 and FER of 

0.495. The HCNAD-MLP model maintained close performance with BER 0.0605 and FER 0.5213, while the 

HCNAD-CNN achieved the lowest error rates among all, with BER 0.0397 and FER 0.3657. 

Overall, the HCNAD-CNN model consistently outperformed the Golay baseline and HCNAD-MLP in both 

BER and FER, particularly at higher SNR levels. This demonstrates that the convolutional neural network is 

more efficient in capturing and mitigating structured noise patterns compared to the traditional or MLP-based 

decoders. The results validate that integrating CNN architectures into hybrid decoding systems can lead to 

significant improvements in error correction performance, making the proposed HCNAD-CNN model a 

promising solution for adaptive and high-reliability communication systems. 

 

Figure 2 BER Comparison at Eb/No =3dB 

The BER bar chart at Eb/N₀ = 3 dB provides a clear visual comparison of the bit error performance across the 

three decoding schemes: Golay baseline, HCNAD-MLP, and HCNAD-CNN. As observed, the proposed 

HCNAD-CNN model achieves the lowest BER (0.0595), outperforming both the traditional Golay-based 

decoder (0.0761) and the hybrid MLP-based decoder (0.0823). This indicates that the convolutional neural 

network is able to better capture spatial dependencies and correlation patterns within the encoded bits, allowing 

it to correct residual errors that conventional decoding and fully connected neural architectures fail to handle. 

The MLP model, although slightly underperforming compared to the baseline, still shows comparable results, 

suggesting its potential with improved training data or architecture optimization. Overall, the BER bar chart 

highlights that the CNN-based hybrid error correction method enhances reliability at moderate SNR levels, 

making it more effective for communication systems that operate under noisy channel conditions 
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Figure 3  BER vs Eb/No HCNAD 

The BER versus Eb/N₀ graph for the Golay baseline, HCNAD-MLP, and HCNAD-CNN schemes illustrates the 

relationship between signal-to-noise ratio and bit error rate across different decoding strategies. As Eb/N₀ 

increases from 1 dB to 4 dB, all three approaches exhibit a clear downward trend in BER, reflecting the expected 

improvement in error performance with stronger signal conditions. However, the HCNAD-CNN consistently 

maintains the lowest BER at every Eb/N₀ level, indicating its superior ability to correct residual errors even in 

low signal-to-noise environments. The Golay baseline follows closely, while the HCNAD-MLP shows a slightly 

higher BER throughout, suggesting that its learning capacity is limited compared to the CNN. The steeper 

decline in BER for the CNN-based decoder highlights its robustness and adaptability in extracting deeper noise-

related patterns, demonstrating that convolutional feature learning can significantly enhance the accuracy and 

reliability of traditional coding techniques in communication systems 
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Figure 4 FER vs. Eb/No HCNAD 

The FER versus Eb/N₀ graph for the Golay baseline, HCNAD-MLP, and HCNAD-CNN schemes provides a 

detailed comparison of frame-level reliability as the signal-to-noise ratio improves. As Eb/N₀ increases from 1 

dB to 4 dB, all three methods show a consistent decrease in frame error rate, confirming that higher signal 

quality results in fewer frame losses during transmission. Among the three, the HCNAD-CNN demonstrates the 

most significant reduction in FER, achieving the lowest error values at all Eb/N₀ points. This indicates its 

superior capability to reconstruct entire data frames accurately even under noisy channel conditions. The Golay 

baseline performs moderately well, while the HCNAD-MLP shows slightly higher FER values, suggesting that 

while the MLP improves over the conventional approach, it lacks the spatial feature extraction advantage of 

CNNs. The smooth and steep decline in the CNN-based FER curve reflects its enhanced generalization and 

robustness, validating the integration of convolutional learning with traditional error correction codes as an 

effective hybrid approach for improving communication reliability. 

5 Conclusion 

The proposed HCNAD framework demonstrates significant potential for improving error detection and 

correction performance in digital communication systems. Comparative results show that while the Golay code 

provides reliable baseline performance, the integration of neural networks—particularly CNN architectures—

leads to a notable reduction in both BER and FER across various Eb/N₀ levels. The CNN-based decoder exhibits 

superior noise resilience and better generalization compared to the MLP-based model, owing to its ability to 

extract spatial patterns from corrupted codewords. This hybrid learning-based decoding approach validates that 

deep learning can effectively complement traditional coding theory, offering a robust mechanism for achieving 

higher accuracy and reliability in data transmission systems 
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6 Future Scope 

Future work can extend this study by exploring advanced deep learning architectures such as Recurrent Neural 

Networks (RNNs), Transformers, or hybrid CNN-RNN models to capture temporal dependencies in code 

sequences. Additionally, the model can be trained on real-world channel conditions, including fading and 

multipath effects, to assess its performance in practical scenarios. Optimizing model complexity and 

implementing the decoder on hardware platforms such as FPGAs or DSPs can further enable real-time 

applications. Expanding the study to other coding schemes like LDPC, Turbo, or Polar codes may also reveal 

broader applicability of neural network-assisted decoding in modern communication systems. 

7 References 

[1] M. J. Golay, “Notes on Digital Coding,” Proceedings of the IRE, vol. 37, no. 6, pp. 657, 1949. 

[2] R. W. Hamming, “Error Detecting and Error Correcting Codes,” Bell System Technical Journal, vol. 29, 

no. 2, pp. 147–160, 1950. 

[3] E. Nachmani, Y. Be’ery, and D. Burshtein, “Learning to Decode Linear Codes Using Deep Learning,” 

54th Annual Allerton Conference, 2016. 

[4] T. Gruber, S. Cammerer, J. Hoydis, and S. Ten Brink, “On Deep Learning-Based Channel Decoding,” 

2017 51st Asilomar Conference on Signals, Systems, and Computers, 2017. 

[5] C. Kim, S. Hong, and J. Lee, “Neural Network-Aided Error Correction Coding for IoT Devices,” IEEE 

Internet of Things Journal, 2020. 

[6] F. Liang and J. Zhang, “Hybrid Model for Error Correction Using CNN-Based Decoder,” IEEE 

Communications Letters, 2022. 

[7]. D. Zoni, A. Galimberti, and W. Fornaciari, ``Flexible and scalable FPGA oriented design of multipliers for 

large binary polynomials,'' IEEE Access, vol. 8, pp. 75809_75821, 2020. 

[8]. M. Baldi, A. Barenghi, F. Chiaraluce, G. Pelosi, and P. Santini, ``LEDAcrypt: QC-LDPC code-based 

cryptosystems with bounded decryption failure rate,'' in Code-Based Cryptography, M. Baldi, E. Persichetti, 

and P. Santini, Eds. Cham, Switzerland: Springer, 2019, pp. 11_43. 

[9]. Shivani Tambatkar, Siddharth Narayana Menon, Sudarshan. V, M. Vinodhini and N. S. Murty, “Error 

Detection and Correction in Semiconductor Memories using 3D Parity Check Code with Hamming Code”, 

International Conference on Communication and Signal Processing, April 6-8, 2017, India. 

[10]. Pallavi Bhoyar, “Design of Encoder and Decoder for Golay code”, International Conference on 

Communication and Signal Processing, April 6-8, IEEE 2016, India. 

[11]. Pedro Reviriego, Shanshan Liu, Liyi Xiao, and Juan Antonio Maestro, “An Efficient Single and 

DoubleAdjacent Error Correcting Parallel Decoder for the (24,12) Extended Golay Code”, IEEE Transactions 

On Very Large Scale Integration (VLSI) Systems, Vol. 34, No. 3, pp. 01-04, 2016. 

[12]. Satyabrata Sarangi and Swapna Banerjee, “Efficient Hardware Implementation of Encoder and Decoder 

for Golay Code”, IEEE Transactions on Very Large Scale Integration (VLSI) Systems 2014. 

[13]. P. Adde, D. G. Toro, and C. Jego, “Design of an efficient maximum likelihood soft decoder for systematic 

short block codes,” IEEE Trans. Signal Process. vol. 60, no. 7, pp. 3914–3919, Jul. 2012.\ 

https://ijsrem.com/


                 International Journal of Scientific Research in Engineering and Management (IJSREM) 

                            Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                         ISSN: 2582-3930                                                                                                                                               

  

© 2025, IJSREM      | https://ijsrem.com                                                                                                    |        Page 9 
 

[14] T. Shahgholi, A. Sheikhahmadi, K. Khamforoosh, and S. Azizi, “LPWAN-based hybrid backhaul 

communication for intelligent transportation systems: Architecture and performance evaluation,” EURASIP J. 

Wireless Commun. Netw., vol. 2021, no. 1, pp. 1–17, Dec. 2021. 

[15]N. Islam, B. Ray, and F. Pasandideh, “IoT based smart farming: Are the LPWAN technologies suitable for 

remote communication? ” in Proc. IEEE Int. Conf. Smart Internet Things (SmartIoT), Aug. 2020, pp. 270–276. 

[16] R. O. Andrade and S. G. Yoo, “A comprehensive study of the use of LoRa in the development of smart 

cities,” Appl. Sci., vol. 9, no. 22, p. 4753, Nov. 2019. [Online]. Available: https://www.mdpi.com/2076-

3417/9/22/4753 

[17]E. E. Reber, R. L. Michell, and C. J. Carter, “Oxygen absorption in the earth’s atmosphere,” Aerospace 

Corp., Los Angeles, CA, USA, Tech. Rep. TR-0200 (4230-46)-3, Nov. 1988. 

[18] F. Gu, J. Niu, L. Jiang, X. Liu, and M. Atiquzzaman, “Survey of the low power wide area network 

technologies,” J. Netw. Comput. Appl., vol. 149, Jan. 2020, Art. no. 102459. 

[19] M. Chochul and P. Ševcík, “A survey of low power wide area network technologies,” in Proc. 18th Int. 

Conf. Emerg. eLearn. Technol. Appl. (ICETA), Nov. 2020, pp. 69–73. 

[20] M. Centenaro, L. Vangelista, A. Zanella, and M. Zorzi, “Long-range communications in unlicensed bands: 

The rising stars in the IoT and smart city scenarios,” IEEE Wireless Commun., vol. 23, no. 5, pp. 60–67, Oct. 

2016. 

[21]Y. Song, J. Lin, M. Tang, and S. Dong, “An Internet of Energy Things based on wireless LPWAN,” 

Engineering, vol. 3, no. 4, pp. 460–466, Aug. 2017. 

[22].P. Burns, “How to quadruple the range of LoRa,” Medium, Oct. 2019. Accessed: Mar. 19, 2023. [Online]. 

Available: https://medium.com/@patburns/how-to-quadruple-the-range-of-lora-3ba937a93848 

https://ijsrem.com/

