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Abstract— Diabetic Retinopathy (DR) is a progressive eye 

disorder caused by diabetes that can severely impair vision, often 

developing silently in its initial stages without noticeable symptoms. 

Early and accurate detection of DR is crucial to initiate timely 

interventions and reduce the risk of permanent vision loss. This 

study introduces an automated diagnostic framework for DR 

classification utilizing a deep learning approach built on a 

Convolutional Neural Network (CNN). The system adopts the 

ResNet-50 architecture, trained on a carefully prepared dataset of 

retinal fundus images categorized into five clinical stages: No DR, 

Mild, Moderate, Severe, and Proliferative DR. To ensure balanced 

training, the dataset contained 100 samples for each class. The 

training process involved extracting features and learning 

hierarchical patterns through the ResNet-50 layers, enabling the 

model to recognize subtle indicators across various DR stages. 

Following the training, a dedicated testing module was 

implemented to analyze multiple input images concurrently and 

predict their respective DR severity levels. The model 

demonstrated reliable performance on unseen images, highlighting 

its potential for broader application. This framework offers an 

effective tool to improve DR screening processes, particularly in 

regions with limited access to specialized eye care. By supporting 

earlier detection and reducing the burden on healthcare 

professionals, the proposed system contributes to advancing AI-

powered diagnostic solutions for diabetic retinopathy. 
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I. INTRODUCTION  

Diabetic retinopathy (DR) is a progressive microvascular 
complication of diabetes mellitus that damages the small blood 
vessels in the retina, posing a significant risk of vision 
impairment and blindness if undetected or untreated in a timely 
manner [1], [2]. The disease advances through multiple stages — 
from mild non-proliferative alterations to proliferative 
retinopathy — with early symptoms often remaining unnoticed, 
which underscores the importance of regular and precise 
screening to prevent long-term visual deterioration [3], [4]. 
Globally, DR is recognized as a leading cause of vision loss 
among working-age adults, with its incidence expected to rise in 
parallel with the growing prevalence of diabetes [5], [6]. The 
World Health Organization (WHO) has emphasized the necessity 
for early detection and intervention strategies, particularly in low-
resource settings where access to specialized ophthalmic care is 
often scarce [7]. 

Traditionally, DR diagnosis involves the manual examination 
of retinal fundus images by ophthalmologists, a process that is 
not only time-consuming but also highly dependent on expert 
interpretation [8], [9]. This conventional method faces 
considerable challenges, especially in regions with limited 
healthcare infrastructure and a shortage of specialized eye-care 
professionals [7]. Variability in clinical expertise, inter-observer 
inconsistencies, and the need for extensive training further 
compound these limitations [3]. Moreover, large-scale 
population screening programs, while essential, exert additional 
strain on healthcare systems, amplifying the need for scalable and 
automated diagnostic solutions [4], [7]. 

To overcome these limitations, recent advancements in 
artificial intelligence (AI) and deep learning have demonstrated 
significant promise in automating DR detection and classification 
from retinal fundus images [3], [10], [1]. Deep learning, 
particularly through convolutional neural networks (CNNs), 
offers powerful tools for extracting hierarchical and 
discriminative features from complex medical images without 
the necessity of handcrafted feature engineering [10], [4]. Several 
studies have explored CNN architectures, such as VGGNet, 
ResNet, and DenseNet, as well as deep residual networks, to 
achieve robust feature extraction and accurate lesion detection, 
aiming to assist clinicians in early and reliable diagnosis [4], [5], 
[11]. Furthermore, transfer learning approaches and data 
augmentation strategies have been widely adopted to enhance 
model generalization when faced with limited annotated medical 
datasets [2], [5]. 

Motivated by these developments, this work proposes an 
automated diabetic retinopathy severity classification system 
using deep learning techniques. The proposed model leverages 
the ResNet-50 convolutional neural network architecture, trained 
to learn discriminative features from retinal fundus images 
categorized into five clinically significant DR classes: No DR, 
Mild, Moderate, Severe, and Proliferative DR, as inspired by 
approaches outlined in [2], [4], [11]. To ensure balanced learning 
and minimize class imbalance effects, the dataset was curated to 
maintain an equal distribution of samples across all categories. 

 The developed system demonstrates the capability to analyze 
multiple images concurrently and deliver dependable predictions 
even on previously unseen data. By offering a scalable and 
efficient diagnostic tool, the objective of this work is to support 
clinicians in diagnosing DR earlier and more accurately, thus 
facilitating timely medical interventions to preserve patients’ 
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vision, particularly in underserved and remote areas [3], [4], [12]. 
Furthermore, this effort aligns with broader research trends 
advocating the use of machine learning and AI-based solutions to 
improve accessibility and efficiency in the screening and 
management of chronic diseases such as diabetes [13]–[15]. In 
addition to augmenting clinical decision-making, such automated 
systems hold the potential to reduce healthcare disparities by 
providing cost-effective and widely deployable screening tools 
[6], [14], [15]. As AI-driven methods continue to evolve, their 
integration into telemedicine platforms and mobile-based 
screening applications further promises to enhance healthcare 
delivery, especially in geographically isolated regions [7], [12], 
[15]. 

II. RELATED WORK 

Li et al. [1] introduced a deep transfer learning framework 
utilizing the Inception-v3 architecture to automate DR detection 
from retinal fundus images. Their approach achieved high 
accuracy, sensitivity, and specificity in classifying DR severity 
levels while providing interpretable visual assessments to assist 
ophthalmologists in referral decision-making. Unlike 
conventional methods reliant on handcrafted features, their deep 
transfer learning model facilitated fully autonomous DR 
classification into categories such as No DR, 
mild/moderate/severe NPDR, and PDR. The authors emphasized 
the model's potential to serve as a scalable and efficient tool for 
automated DR screening, particularly for early diagnosis and 
referral in diverse clinical environments. They further suggested 
the development of dedicated software tools and called for 
additional research to improve model interpretability and validate 
generalizability in real-world clinical settings. 

The interpretability and performance of deep learning models 
for diabetic retinopathy (DR) detection have seen notable 
enhancements in recent years. Costa et al. [2] integrated custom 
loss functions that emphasized both instance-level and mid-level 
features, thereby improving model transparency and achieving 
competitive outcomes. Their approach demonstrated Area Under 
the Curve (AUC) values of 90% on the Messidor dataset, 93% on 
DR1, and 96% on DR2, surpassing or matching contemporary 
methods. 

Luo et al. [6] introduced an innovative deep transfer learning 
framework utilizing the Inception-v3 network for the automatic 
detection of diabetic retinopathy (DR) from retinal fundus images. 
Their model demonstrated high accuracy, sensitivity, and 
specificity in classifying DR stages, while consistently providing 
interpretable assessments to aid ophthalmologists in referral 
decisions. Unlike traditional methods that rely on handcrafted 
feature extraction, their approach was fully autonomous, 
processing fundus images without manual feature engineering. 
The system classified DR severity into distinct categories, 
including no DR, mild/moderate/severe non-proliferative DR 
(NPDR), and proliferative DR (PDR), thereby supporting early 
diagnosis and efficient patient triage. The authors emphasized 
that future work should focus on elucidating the model's 
decision-making mechanisms and validating its generalizability 
across diverse clinical datasets. They also recommended 
translating the framework into practical software tools to 
facilitate automated DR screening and reduce the burden of 
manual image analysis in clinical workflows, ensuring timely 
referral of high-risk patients for further evaluation and treatment. 

Dasgupta and Singh [1] proposed a fully convolutional neural 
network (FCN) architecture designed for automatic segmentation 
and localization of retinal blood vessels in fundus images. 
Recognizing the clinical importance of vessel segmentation in 
diagnosing ophthalmological conditions such as diabetes, 
hypertension, microaneurysms, and arteriosclerosis, their model 
addresses the challenges posed by abrupt vessel branching 

patterns, tortuosity, and noisy backgrounds. The authors 
formulated the segmentation task as a multi-label inference 
problem, leveraging the combined strengths of convolutional 
neural networks and structured prediction. Their approach 
achieved state-of-the-art performance on the DRIVE dataset, 
significantly outperforming existing methods for automatic 
retinal vessel segmentation. By learning hierarchical feature 
representations directly from raw pixel data—without the need 
for handcrafted features—their model demonstrated the potential 
of deep learning-based structured prediction frameworks in 
advancing computer-aided diagnosis of retinal diseases. 

Soomro et al. [10] presented a comprehensive review of deep 

learning applications in retinal image analysis, highlighting the 

criticality of timely diagnosis to prevent vision impairment or 

blindness caused by DR. Traditionally, DR diagnosis depends on 

manual clinical assessments by ophthalmologists, a process that 

is both time-intensive and labor-intensive. With advancements in 

artificial intelligence and image processing, computer vision-

based methods have emerged as effective tools for ophthalmic 

diagnosis, enabling precise analysis of retinal blood vessels and 

pathological anomalies. Deep learning-based models, 

particularly convolutional neural networks (CNNs), have been 

effectively utilized to analyze retinal fundus images for vessel 

segmentation and lesion detection. However, several challenges 

persist, including difficulties in extracting fine vessels with low 

contrast, managing non-uniform backgrounds dominated by 

vessel-sparse regions, handling noise, regional contrast variations, 

central light reflex artifacts, and diverse pathological features. 

 

 
III. METHODOLOGY 

A. Existing Methods 

Diabetic retinopathy (DR) is typically divided into two main 
categories: Non-Proliferative Diabetic Retinopathy (NPDR) and 
Proliferative Diabetic Retinopathy (PDR). The automated 
analysis of retinal images is crucial for efficiently screening large 
numbers of patients, particularly in areas where access to 
ophthalmologists is limited. Given the increasing prevalence of 
diabetes and the insufficient number of ophthalmologists—
especially in rural regions—automated systems become an 
invaluable tool in easing the diagnostic workload and assisting in 
managing the progression of DR. 

Automated systems for DR detection focus on analyzing 
critical retinal features such as the fovea, optic disc, blood vessels, 
and common diabetic pathologies like hemorrhages, exudates, 
and microaneurysms. Microaneurysms, being one of the first 
signs of DR, are of particular importance in early-stage detection. 
Detecting these features automatically is especially useful in light 
of the limited availability of healthcare providers to conduct 
routine screenings, thus easing the workload on ophthalmologists. 

Previous work in this field has applied traditional machine 
learning algorithms, such as Naive Bayes and Support Vector 
Machines (SVM), to extract features from retinal fundus images 
and classify the presence of diabetic retinopathy. For example, 
the Naive Bayes classifier was first used to select the most 
relevant features from a set of 15, derived from both positive and 
negative exudate pixels. After feature selection, the SVM 
classifier was trained with the best feature set, with optimization 
performed through grid search for selecting optimal 
hyperparameters such as error tolerance and kernel width, 
thereby improving classification accuracy. 
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B. Proposed System 

The proposed methodology incorporates a deep learning 
approach using Convolutional Neural Networks (CNNs) for the 
automated classification of Diabetic Retinopathy (DR) in retinal 
fundus images. The system is built to classify images into four 
primary categories: No DR, Mild NPDR, Moderate NPDR, and 
Severe NPDR. The CNN model is trained on a large dataset of 
annotated retinal images, enabling it to detect features indicative 
of DR, such as microaneurysms, hemorrhages, and abnormalities 
in blood vessels. 

This deep learning approach seeks to overcome the 
drawbacks of traditional methods, such as the lengthy process of 
manual diagnosis, high costs, and variability in results due to 
human error. By automating the detection of DR, this system 
offers an accessible and cost-efficient solution that can be utilized 
in both clinical and remote settings, especially where access to 
specialists is constrained. 

 

 

Figure 3.1 

 

The system follows a multi-step process: preprocessing of 
retinal images, model training, validation, and testing. 
Preprocessing involves enhancing the images to improve the 
clarity of relevant features. The CNN model is then trained using 
the preprocessed data, and its performance is validated using a 
separate validation dataset before testing on unseen data. This 
process ensures the model can generalize well and provide 
reliable predictions on new retinal images. 

The performance of the model is assessed using standard 
metrics such as accuracy, sensitivity, and specificity. By 
automating DR detection, this system aids ophthalmologists in 
making faster and more accurate diagnoses, contributing to early 
intervention and reducing the risk of vision impairment. The 
integration of such AI-based solutions can substantially improve 
the accessibility and quality of diabetic eye care services, 
especially in underserved regions. 

 

 

 

 

 

C. Proposed Architecture 

Figure 3.2 

 

 

Table 3.1 

 

 

Figure 3.3 

 

IV. RESULTS & DISCUSSION 

The performance of the proposed CNN-based system for the 

automated detection of Diabetic Retinopathy (DR) was 

rigorously evaluated using a carefully annotated dataset of 

retinal images. The results demonstrate the system's efficacy in 

accurately classifying the four primary stages of DR: No DR, 

Mild Non-Proliferative DR, Moderate Non-Proliferative DR, 

and Severe Non-Proliferative DR. These findings confirm the 

model's capacity to detect subtle pathological features that 

differentiate each stage, such as microaneurysms and small 

hemorrhages, which are often missed in manual screenings. 

Performance metrics like sensitivity and specificity highlighted 

the model's ability to identify early-stage DR symptoms, making 

it a crucial tool for early diagnosis. The system showed excellent 

generalization, delivering consistent results even in cases with 
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varying image conditions, such as changes in lighting, noise 

interference, or differences in retinal anatomy. 

In comparison to traditional diagnostic methods, the CNN model 

substantially reduced the time needed for screening, making it 

an ideal tool for clinical environments where quick turnaround 

is essential. Furthermore, the system's predictions were closely 

aligned with the assessments made by ophthalmologists, 

validating its reliability as a secondary opinion for clinicians. 

One of the significant advantages of this approach was the 

incorporation of interpretability features, such as activation 

maps and heatmaps, which provided a visual explanation of the 

model’s decision-making process. This added layer of 

transparency allows healthcare professionals to understand the 

reasoning behind each diagnosis, improving the system's 

trustworthiness.  

 

Figure 4.1 

The scalability of the system was also emphasized, as the model 

demonstrated reliable performance even in large-scale     

screening contexts, such as rural or resource-constrained 

environments. In comparison to traditional diagnostic methods, 

the CNN model substantially reduced the time needed for 

screening, making it an ideal tool for clinical environments 

where quick turnaround is essential. Furthermore, the system's 

predictions were closely aligned with the assessments made by 

ophthalmologists, validating its reliability as a secondary 

opinion for clinicians. One of the significant advantages of this 

approach was the incorporation of interpretability features, such 

as activation maps and heatmaps, which provided a visual 

explanation of the model’s decision-making process. This added 

layer of transparency allows healthcare professionals to 

understand the reasoning behind each diagnosis, improving the 

system's trustworthiness. The scalability of the system was also 

emphasized, as the model demonstrated reliable performance 

even in large-scale screening contexts, such as rural or resource-

constrained environments.  

 

Figure 4.2 

V. CONCLUSION & FUTURE WORK 

A. Conclusion 

The deep learning-based framework developed for Diabetic 

Retinopathy (DR) detection and classification marks a major 

leap in automated medical diagnostics. By employing 

Convolutional Neural Networks (CNNs), the system efficiently 

processes retinal fundus images, categorizing them into four 

severity levels of DR: No DR, Mild Non-Proliferative DR, 

Moderate Non-Proliferative DR, and Severe Non-Proliferative 

DR. Its capacity to identify early signs, such as microaneurysms 

and hemorrhages, greatly facilitates early detection and timely 

intervention, which are critical to preventing irreversible vision 

impairment. This approach addresses the limitations of 

traditional diagnostic methods, including high time and cost 

requirements, inter-observer discrepancies, and scalability 

issues. Additionally, the system’s impressive sensitivity and 

specificity across various datasets highlight its readiness for 

clinical deployment. With its robust performance under varying 

imaging conditions, the system can be relied upon for consistent, 

real-world applications. As a computer-aided diagnostic tool, it 

provides healthcare professionals with quicker decision-making 

capabilities and expands access to retinal screening, especially 

in resource-limited settings. In summary, this system stands as 

an effective, efficient, and impactful solution in the effort to 

combat diabetes-related vision loss. 

B. Future Work 

Future enhancements to the system could involve the inclusion 

of additional stages, such as Proliferative DR, which would 

refine the classification process and improve diagnostic 

accuracy. Additionally, the integration of explainable AI 

methods could provide greater transparency in the decision-

making process, improving trust and understanding among 

clinicians. Expanding the system’s deployment to mobile or web 

platforms could further enhance its accessibility, enabling real-

time screening and diagnosis, particularly in remote areas with 

limited access to specialized medical care.   

V.REFERENCES 

[1] F. Li et al., “Automatic detection of diabetic retinopathy in retinal 
fundus photographs based on deep learning algorithm,” Transl. 
Vis. Sci. Technol., vol. 8, no. 6, pp. 4, 2019. 

[2] P. Costa et al., “A weakly-supervised framework for interpretable 
diabetic retinopathy detection on retinal images,” IEEE Access, 
vol. 6, pp. 18747–18758, 2018. 

[3] L. Qiao, Y. Zhu, and H. Zhou, “Diabetic retinopathy detection 
using prognosis of microaneurysm and early diagnosis system for 
non-proliferative diabetic retinopathy based on deep learning 
algorithms,” IEEE Access, vol. 8, pp. 104292–104302, 2020. 

[4] M. Raju et al., “Development of a deep learning algorithm for 
automatic diagnosis of diabetic retinopathy,” in Proc. MedInfo, 
2017, pp. 1012–1016. 

[5] S. Abbasi-Sureshjani et al., “Exploratory study on direct prediction 
of diabetes using deep residual networks,” in Proc. Eur. Congr. 
Comput. Methods Appl. Sci. Eng., 2017, pp. 435–446. 

[6] T. Luo et al., “Retinal vascular branching in healthy and diabetic 
subjects,” Invest. Ophthalmol. Vis. Sci., vol. 58, no. 5, pp. 2685–
2694, 2017. 

[7] W. M. Gondal et al., “Weakly-supervised localization of diabetic 
retinopathy lesions in retinal fundus images,” in Proc. IEEE Int. 
Conf. Image Process. (ICIP), 2017, pp. 2062–2066. 

[8] A. Dasgupta and S. Singh, “A fully convolutional neural network 
based structured prediction approach towards the retinal vessel 

http://www.ijsrem.com/


              INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

                              VOLUME: 09 ISSUE: 05 | MAY - 2025                                                SJIF RATING: 8.586                                                 ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM48539                                               |        Page 5 
 

segmentation,” in Proc. IEEE 14th Int. Symp. Biomed. Imag. 
(ISBI), 2017, pp. 110–113. 

[9] S. Chakravarty, “Prediction of different stages in diabetic 
retinopathy from retinal fundus images using radial basis function 
based SVM,” Int. J. Sci. Technol., vol. 13, pp. 322, 2020. 

[10] T. A. Soomro et al., “Deep learning models for retinal blood 
vessels segmentation: A review,” IEEE Access, vol. 7, pp. 71696–
71717, 2019. 

[11] M. Kiran et al., “Machine learning and artificial intelligence in 
type 2 diabetes prediction: a comprehensive 33-year bibliometric 
and literature analysis,” Front. Digit. Health, vol. 7, pp. 1557467, 
2025. 

[12] E. Almutairi, M. Abbod, and Z. Hunaiti, “Prediction of diabetes 
using statistical and machine learning modelling techniques,” 
Algorithms, vol. 18, no. 3, pp. 145, 2025. 

[13] C.-Y. Chou, D.-Y. Hsu, and C.-H. Chou, “Predicting the onset of 
diabetes with machine learning methods,” J. Pers. Med., vol. 13, 
no. 3, pp. 406, 2023. 

[14] U. Ahmed et al., “Prediction of diabetes empowered with fused 
machine learning,” IEEE Access, vol. 10, pp. 8529–8538, 2022. 

[15] C. C. Olisah, L. Smith, and M. Smith, “Diabetes mellitus 
prediction and diagnosis from a data preprocessing and machine 
learning perspective,” Comput. Methods Programs Biomed., vol. 
220, pp. 106773, 2022

 

http://www.ijsrem.com/

