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ABSTRACT With recent advancements in multimedia technologies, the security of digital data has become 

a critical issue. To overcome the vulnerabilities of current security protocols, researchers tend to focus their 

efforts on modifying existing protocols. Over the last few decades, though, several proposed encryption 

algorithms have been proven insecure, leading to major threats against important data. Using the most 

appropriate encryption algorithm is a very important means of protection against such attacks, but which 

algorithm is most appropriate in any particular situation will also be dependent on what sort of data is being 

secured. However, testing potential cryptosystems one by one to find the best option can take up an important 

processing time. For a fast and accurate selection of appropriate encryption algorithms, we propose a security 

level detection approach for image encryption algorithms by incorporating a support vector machine (SVM). 

In this work, we also create a dataset using standard encryption security parameters, such as entropy, contrast, 

homogeneity, peak signal to noise ratio, mean square error, energy, and correlation. These parameters are 

taken as features extracted from different cipher images. Dataset labels are divided into three categories based 

on their security level: strong, acceptable, and weak. To evaluate the performance of our proposed model, 

we have performed different analyses (f1-score, recall, precision, and accuracy), and our results demonstrate 

the effectiveness of this SVM-supported system. 

 

INDEX TERMS Support vector machine (SVM), security analysis, image encryption, cryptosystem. 

 
 

I. INTRODUCTION 

Due to the exponential increase in transmissions of mul- 

timedia data over insecure channels (mostly the Internet), 

security has become a much-in-demand area of research. 

To protect data from eavesdroppers and unauthorized users, 

many researchers have turned to developing new encryption 

algorithms [1]–[5]. 

When encrypting digital images, two factors are crucial: 

diffusion and confusion (also known as scrambling). In [6], 

Claud Shannon proposed a theory that cryptosystem contains 

confusion and diffusion mechanisms, may be considered a 

secure cryptosystem. With digital images, the scrambling 

process can be performed directly either on pixels or else 

on rows and columns, whereas diffusion changes the original 
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approving it for publication was Yan Huo  Pixel values. 

   In other words, with the substitution process, every  

   unique pixel value replaces with the unique value of 

   the S-box. 

However, the transmission of data in an encrypted form 

is not enough to ensure its privacy. For instance, if anyone 

encrypts an image with a single substitution box (S-box), 

the information in the substituted or enciphered image may 

still be visible. This means that the encryption with a single 

S-box is not enough to conceal the original image properly. 

Although the information which is to be transmitted is in 

encrypted form, it can still be visualized by unauthorized 

users due to the weak security of the encryption algorithm, 

as seen in Figure 1(b). Thus. it is also necessary to use a 

strong encryption algorithm to boost encryption security. 

The robustness of the encrypted image is highly depen- 

dent on the security level of the encryption algorithm that 

has encrypted it. A highly secure encryption algorithm will 



 

  

 

 

 

 

 

  
 

FIGURE 1. Single S-box encryption. 

 

encrypt the plain image completely, enabling it to resist 

attacks against its integrity, confidentiality, and availability. 

Along with security, time complexity is another important 

factor to count up in the selection of an appropriate encryption 

system. The selection of any cryptosystem depends on the 

nature of the application to be encrypted, as different types 

of data will have different security priorities. For example, 

the Advanced Encryption Standard (AES) [7] is currently 

the most secure encryption algorithm available. However, 

it is not suitable for applications where fast encryption is 

required, since AES required several rounds, which takes 

more time to encrypt the original information. Moreover, the 

time complexity is also dependent on the total number of 

pixels present in the original image. The greater number of 

pixels in the plain image, the more processing time will be 

required to encrypt it [8]. By contrast, if the main requirement 

is only to encrypt a plain image with strong security, then the 

processing time may not need to such a strong consideration. 

Although strong encryption provides better security results, 

it is not necessarily a feature of fast encryption, which may 

be preferred sometimes [9]. 

To evaluate the security level of an encryption algorithm, 

a statistical analysis such as entropy, correlation, energy, 

or homogeneity must be performed upon it. Such tasks can be 

achieved by testing each encryption algorithm and calculating 

the statistics of its security parameters. After performing such 

security analyses on different encryption algorithms one by 

one, we can choose the best and strongest option from those 

tested. However, this process often takes too much time away 

from achieving the actual task. Instead, we propose, this 

manual testing can be replaced by a machine learning model, 

which will be able to select the strongest encryption algorithm 

quickly, easily, and accurately. 

We have categorized the security of encryption algorithms 

into three different levels (strong, moderate and weak) based 

on standard security parameters of the encryption algorithms. 

Below is the detail of how we divided the encryption algo- 

rithms into three said security levels based on the security 

parameters such as entropy, homogeneity, contrast, correla- 

tion, energy, PSNR and MSE. 

As we are targeting those encryption algorithms, which are 

used to encrypt the 8–bit images. For the 8–bit images, the 

maximum entropy cannot be exceeded by 8. Likewise, for the 

 

 
binary images, the maximum entropy that can be obtained 

is 2. So, in the case of 8-bit images, we have divided the 

whole entropy interval for 8-bit images into three intervals. 

The range of the whole interval is 0 to 8. 

The average entropy value of any plain image may 

vary from 7.600 to 7.700. Whereas, an enciphered image 

encrypted generated using a weak encryption algorithm such 

as a single Substitution-box (S-box) algorithm may produce 

the average entropy value between 7.9503 to 7.9799. While 

for an acceptable and strong encryption algorithm, the aver- 

age entropy value may vary from 7.9800 to 7.9900 and 7.9901 

to 8.000 respectively. Similarly, the values for other security 

parameters may vary accordingly. 

To justify the above statement, we obtain the security 

parameter values for different enciphered images which are 

generated from different encryption algorithms. Weak and 

moderate encryption algorithms are not able to encrypt the 

images properly. The enciphered images encrypted with weak 

and moderate encryption algorithms are shown in Figure 3. 

The statistical values for different images encrypted with 

weak, moderate and strong encryption algorithms and their 

corresponding average entropy values are listed in Table 1. 

For the security level detection, we have considered all 

types of image encryption algorithms whether it is based 

on the frequency domain, transform-based or chaotic maps 

based schemes The main objective of the proposed work is to 

find the security level of the encryption algorithms. To gen- 

erate a dataset, we considered a bunch of enciphered images 

and extract the feature values of those images. The size of the 

dataset is not restricted, it can be of any size. Feature values 

for strong and acceptable security level must be properly 

mentioned in the dataset. Take entropy values as an example; 

for the entropy values, we have taken the step size of 0.0001. 

we have divided the entropy values into three said intervals. 

For strong security, there are one hundred values ranges from 

7.9901 to 8.000. Likewise, for the acceptable security level, 

there are one hundred and two values ranges from 7.9900 

to 7.9800. All the other values which are below 7.9800 will 

be for weak security status. Similarly, we have divided the 

other parameter values into three intervals by selecting an 

appropriate step size accordingly. For the visualization of 

the dataset, some portion of the proposed dataset is shown 

in Table 2 in which the first twenty feature vectors of each 

category of security level are displayed. 

Rules for classification: To classify the encryption algo- 

rithms into three different categories (strong, acceptable and 

weak), the following are the rules must follow by the pro- 

posed model. 

For the classification of each category, the decision will be 

based on the values of the security parameter. 

• We have divided the range of each of the parameters into 

three intervals defined for weak, acceptable and strong 

security. Fo the weak security level, below 50 percent 

feature values must lie in the acceptable interval values. 
• For acceptable security, atleast 65 percent feature values 

must lie in the acceptable interval values. 



 

  

 

 

 
 

TABLE 1. Statistical values for different enciphered images. 
 

 
 

• For strong security, more than 80 percent features values 
must lie in the acceptable interval values. 

 
A. CONTRIBUTIONS OF THIS WORK 

• We have proposed a new dataset to determine the secu- 
rity level of different encryption algorithms. In the pro- 
posed dataset, security parameters of the evaluation for 

encryption algorithms are taken as features, while three 

different levels of security – ‘‘strong,’’ ‘‘acceptable,’’ 

and ‘‘weak’’ are taken as labels. 

• We have developed a new model using a support vector 
machine (SVM) to identify the security level of various 

cryptosystems. 

• We conduct experiments and analyses for factors such 

as accuracy, F1 score, precision and recall, using our 

findings to calculate and evaluate the effectiveness of the 

work we propose. 

 
II. LITERATURE REVIEW 

A number of encryption algorithms have been proposed as 

means of securing images before transmission. Encryption 

algorithms may develop based on chaos or transformation 

methods, such as discrete wavelet transformation, discrete 

cosine transformation and discrete Fourier transformation 

[12]–[17]. These are just some of the many image encryption 

schemes that have been proposed in recent years, though. 

Further details of each type are provided below: 

In [18], a cosine transformation and chaos-based image 

encryption algorithm was proposed. Here, three different 

chaotic maps were used instead of a single chaotic system. 

The proposition of using more than one chaotic map was 

to create more complexity in the overall algorithm, thus 

enabling it to exhibit more complicated and dynamic behav- 

ior. To enhance the security of the encryption algorithm, 

Kaur et. al proposed a new optical image encryption scheme 

based on a chaotic in [19] which proved capable of generat- 

ing the vectors of multiple orders using a piece-wise linear 

chaotic map (PWLCM) [20]. For a fast image encryption, 

Khan et al. proposed a chaos-based selective image encryp- 

tion scheme in [21]. Although selective encryption schemes 

work well for real-time applications where fast encryption 

is required, they are not suitable for text encryption, where 

every individual single bit must be encrypted in order for 

the data to be properly concealed. These algorithms achieved 

efficient encryption, as demonstrated by the statistical anal- 

ysis; however, these results were not enough to show the 

security level of the proposed work. More analysis would 

be needed to show a better assessment of that particular 

encryption algorithm. Although the chaos has an ability to 

generate random number, Nardo et al. explained the limita- 

tions of chaos-based encryption schemes in [22], claiming 

that these types of encryption algorithms are implemented 

on a finite precision computer, causing dynamic degradation 

that makes the chaos-based encryption insecure. To encrypt 

plain images, the authors used a finite precision error, which 

was generated by the implementation of chaos-based systems 

using different interval delays. Explaining few moew limita- 

tions of chaos, the authors in [23] claimed that chaos-based 

communication systems are not secure enough because they 

depend on initial values, meaning that their security can 

be broken by identifying those initial values. To enhanced 

the security of the chaos-based crptosystem, in our previ- 

ous work, a bit-plane extraction method is incorporated to 



 

  

 

 

 
 

TABLE 2. Some portion of the proposed dataset. 

 

 

propose a new image encryption technique based on mul- 

tiple chaotic systems [24]. The main aim of the proposed 

technique was to reduce the necessary processing time while 

also increasing the available concealment. In [10], a chaotic 

logistic map (CLM) [25]-based image encryption algorithm 

is proposed. In this work, the author addressed the issues of 

a using single substitution box (S-box) encryption by using 

multiple S-box image encryption in which the selection of 

a particular S-box depends on the random values generated 

by the CLM. In chaos-based image encryption, S-boxes are 

a frequent component, given their powerful, nonlinear provi- 

sion of a diffusion source. S-boxes thus play a vital role in 

transforming the original data into an encoded format. 

Because the strength of chaos-based encryption algorithms 

depends on the robustness of the S-box, this component must 

be strong enough to resist statistical attacks. The develop- 

ment of strong S-boxes is a critical research area for security 

professionals. 
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To overcome the issues of using weak S-box, we previously 

proposed a CLM-based methodology capable of creating a 

new S-box in [26]. The values of the S-box thus generated 

may vary by a slight change in the initial values of CLM. 

Apart from the gray scale image encryption, a color image is 

even more challenging than the encryption of a gray image. 

This is because with color image encryption, all three chan- 

nels (R, G, B) must be encrypted. In [27], a color image 

encryption technique is proposed that utilizes a hybrid chaotic 

system. The authors used the phenomenon of confusion for 

the encryption of each R, G, and B component separately and 

then a mitochondrial DNA sequence was used to diffuse the 

confused components. 

Each of the encryption algorithms explained above has a 

different level of security: i.e., some are strong, some are 

acceptable, and some are weak. Which category an algorithm 

falls into depends on how complex its mathematical struc- 

ture is. 

 

 

FIGURE 2. Flow diagram of the proposed work. 

 
where S is the weight vector and B is the intercept. Weight 

(S) can be defined as: 

III. SUPPORT VECTOR MACHINE AS A CLASSIFIER 

The SVM algorithm is commonly used for classification 

purposes, particularly those such as classifying objects from 

S 
xf − xp 

yf − yp 

 

(2) 

unseen data samples [28]. Here, SVM is used to test various 

algorithms and determine whether each one has a security 

level of strong, acceptable, or weak. 

This purpose requires several inputs that can be treated 

as features or feature vectors. Suppose a series of samples 

consists of (X1, Y1), (X2, Y2), (X3, Y3). (Xn, Yn), in which 

Xi signifies the inputs and Yi signifies the output. The 
dimensions of the data depend upon the number of features, 

as demonstrated below: 

For 2-D dataset: Y = (X1, X2) 

For 3-D dataset: Y = (X1, X2, X3) 

For n-D dataset: Y = (X1, X2, X3 ...... Xn) 

where X1 and X2 are two independent features on the basis 

of which SVM classifies the output labels (Yi). 

For a dataset, it is not necessary that the number of features 

and the number of classes are equal. Instead, the number of 

classes may vary according to the required output. In the 

case of a two-dimensional dataset, a line (support vector) is 

required to separate the data with maximum margins. That 

margin between the data points represents the maximum 

distance between the closest data points. In the case of a 

higher-dimensional dataset, though, a plane may be used to 

separate the data instead of a line. 

As the data used in this work is seven dimensional (7-D), 

which means seven different features are used to predict the 

final output label, we are required to find the best plane 

through which to classify the data with a minimum rate of 

error. We can define the classification function as follows: 

F (x) = S.X + B (1) 

For the linearly separable structure, all the input points 
should be classified according to equation (1). To maxi- 

mize the margin, a hyperplane is used, here the margin is 

signifies the distance from the hyperplane to the nearest 

data points. To achieve the maximum margin, the factor 

‘‘w’’ should be minimum. This equation can be written 

as: 

Maxmar = 
1
 

IV. PROPOSED MODEL FOR SECURITY LEVEL DETECTION 

OF CRYPTOSYSTEM 

In the last few several years, a plethora of encryption algo- 

rithms including chaos and transformation-based are pro- 

posed. By analyzing the statistical results of the existing 

encryption algorithms, it is found that some of those algo- 

rithms are insecure and do not provide strong security. One 

way to detect the security level of an encryption algorithm 

is by analyzing the statistics of its security parameters. Tradi- 

tional ways of doing this usually entail drawing these compar- 

isons one by one, which can take a great deal of time. To select 

an appropriate encryption algorithm more quickly, we have 

developed a machine learning model that incorporates SVM. 

The schematic diagram of the proposed work is given in 

Figure 2 

In order to detect the security level of a given algorithm, 

the following steps should be performed: 

• Take a big collection of data from different cipher 

images generated using various encryption algorithms 

[10], [21], [29]–[33]. The cipher images are shown in 

Figure 3. 

• Extract features from the cipher images. The different 
features used in the dataset are explained below: 
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FIGURE 3. Encrypted images using exiting schemes. 

 

 
A. SECURITY PARAMETERS AS FEATURES 

1) CONTRAST 

Contrast analysis shows the difference in pixel values. The 

greater the difference between pixel values, the more contrast 

there will be in the image. Higher contrast in turn means better 

security while lower values of contrast mean that there is only 

a minor difference between the original pixel values and the 

manipulated ones. Mathematically, contrast can be expressed 

as: 

Cont = |x − y|2z(x, y) (3) 

where z(x, y) signifies the number of gray level co-occurrence 

matrices (GLCM). The range of contrast values is different 

for various levels of security. For instance, plain images 

show contrast values in approximately the interval of [6 

7.8], which simply shows that these images have low con- 

trast. Meanwhile, the cipher images show significantly higher 

contrast values, though the precise difference will depend 

upon the security level of the system used to encrypt them. 

To achieve an weak and acceptable security level, the range 

of the contrast values must lie in the interval of [8.2600 

9.7400] and [9.7450 10.2450] respectively, and for strong 

encryption or high-security level cryptosystems, the range of 

contrast values lies in the interval [10.2500 10.7500]. 

2) ENTROPY 

Entropy analysis reveals how much randomness an encryp- 

tion algorithm has created in the cipher image. Maximum 

entropy values for different images are different depending 

upon the number of bits of the image. For example, if the 

image is an 8-bit, the maximum value of the entropy for that 

particular image will be 8. Similarly, for a single-bit image 

(binary image), the entropy value will never exceed by 1. For 

strong encryption, the entropy value for the cipher image must 

be close to the maximum value. Entropy can be calculated as: 

M 

Entropy = p(sm)log2(p(sm)) (4) 

d =1 

where p(sm) is the probability of occurrence of message sm 

and M signifies the total number of pixels in the image. 

According to the entropy value of the 8-bit plain image, 

we have divided it from 0 to 8 into three intervals, which are 

given as: 

[8.0000 7.9901] ⇒ for strong security 

[7.9900 7.9800] ⇒ for acceptable security 

[7.9799 7.9503] ⇒ for weak security 

3) ENERGY 

This parameter is used to find the amount of information 
present in an image. Higher energy values indicate that 
the image has more information. The relationship between 

energy and information is as follows: 

Energy ∝ Information 

Plain images contain more information, which means that 

their energy value is higher than that of the cipher image, 

simply because the cipher image contains less information. 

The mathematical expression for the calculation of energy is 

given in Equation (5). 

L 

Energy = im(x, y)2 (5) 

K =1 

where L signifies the number of pixels present in the plain 

image and im(x,y) is the pixel position placed at the xth 

row and yth column. The deficiency in the energy values of 

the cipher images will impact the ultimate security level of 

the cryptosystem. More secure cryptosystems will generate 

cipher images with less energy value. 

Energy values are divided into three sections: 

[0.01000 0.01500] ⇒ for strong security 

[0.01505 0.02005] ⇒ for acceptable security 

[0.02010 0.03490] ⇒ for weak security 

4) CORRELATION 

Correlation is another important parameter for evaluating the 

security of a given cryptosystem. Correlation refers to how 

close pixel values are to each other. A large correlation value 
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shows that the pixel values are very close to each other. For 

example, if a certain area in the plain image has a gradient 

black color that changes color slowly, this means that the 

correlation in the respective area is high. In the plain image, 

there are many such regions in which the pixel values are 

close to each other, so the correlation of the plain image is 

always higher than that of the cipher image. Correlation can 

be calculated as: 
E[a − E(a)][y − E(b)] 

6) PEAK SIGNAL TO NOISE RATIO (PSNR) AND MEAN 

SQUARE ERROR (MSE) 

PSNR value can be calculated between any two images. 

Before calculating the PSNR value, it is necessary to calculate 

the MSE value between the two desired images. If the PSNR 

value between the two images (original and cipher) is high, 

this means that the processed image is very close to the orig- 

inal image. Meanwhile, the MSE is inversely proportional to 

the PSNR, as shown in equation 8. So, for a strong encryption, 

 
where: 

µab = √
D(a)

√
D(b) 

(6)
 

there should be a minimum PSNR value difference between 

the plain image and the cipher. Likewise, the error between 

the plain and the cipher image should be close to maximum. 

PSNR and MSE can be calculated using equations 8 and 9 

 
Similarly: 

E(a) 
1

 
M 

M 
ai 

i=1 

respectively.    

PSNR = 20log10( 
ma  xval  

) (8) 

where maxval signifies the highest pixel value present in the 
E(b) 

1
 

M 
D(a) =

 1
 

M 

i=1 

ΣM 

bi 

[a − E(a)]2 

plain image. 

  1  Σ Σ 

 
Similarly: 

M i=1    
i
 MSE = 

XY
  

a=1 b=1 

(Pim(a, b) − Cim(a, b)) (9) 

D(b) 
1

 
M 

 

M 

i=1 
[bi − E(b)]2 

where XY represents the total number of pixels in the plain 

image while Pim and Cim are the plain and the cipher images 

respectively. 
To categorize the PSNR and MSE value for strong, accept- 

For strong encryption, correlation values must be minimum. 

The maximum and minimum correlation value in the image 

can be 1 and 1 respectively. So, if the cipher image is 

encrypted properly, the correlation value will be close to 1. 

The range of possible correlation values is given below: 

Range of Correlation value: Corr E [   1 1] 

Based on the above interval, we have divided it into three 

sub-intervals as follows: 

[−0.5000 0.0000] ⇒ for strong security 

[0.0001 0.0011] ⇒ for acceptable security 

[0.0012 0.0308] ⇒ for weak security 

5) HOMOGENEITY 

The gray level occurrence matrix (GLCM) illustrates the 
brightness of pixels in tabular form. For a strong encryption, 
homogeneity values should be smaller. Homogeneity can be 

calculated as: 

   P(a, b) 
(7)

 

1 + |a − b| 

able, and weak security levels in various cryptosystems, 

we have divided the PSNR and MSE value into three inter- 

vals, given as: 

ForPSNR 

[0.1000 10.1000] ⇒ for strong security 

[10.2000 10pt20.2000] ⇒ for acceptable security 

[20.3000 10pt49.9000] ⇒ for weak security 

ForMSE 

[1 100] ⇒ for weak security 

[101 200] ⇒ for acceptable security 

[201 400] ⇒ for strong security 

• The dataset is created using the intervals explained 

above. Once the dataset is created, a portion of it will 

be separated for training purposes while the rest is used 

for testing. 

• After the training and testing stages, we will extract the 
features from another cipher image in order to attempt 

 

We have divided the homogeneity values into three inter- 

vals, as demonstrated below. These intervals are defined for 

algorithms offering strong, acceptable, and weak security. 

[0.3920 0.4020] ⇒ for strong security 

[0.4021 0.4121] ⇒ for acceptable security 

[0.4122 0.4418] ⇒ for weak security 

encryption algorithm through which the cipher image is 

generated. 

• Finally, to evaluate our proposed model, we will test its 
accuracy, F1 score, recall, and precision. 

Table 3 provides the statistics of the security parameters for 

different cipher images generated using existing cryptosys- 

tems. The status of each system’s security level is also given, 

based on the value of both features and intervals. 

the prediction of the security level achievable by the 
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Σ Σ 
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TABLE 3. Evaluation of Security Statuses of Existing Encryption Schemes 

Using the Proposed Algorithm. 
 

 
  

  
 

 

 

        
 

 

 

 

 
 

        

3) FALSE POSITIVES 

When the system predicts ‘‘strong security’’ while the real 

output was ‘‘acceptable or weak security’’. 

 
4) FALSE NEGATIVES 

When the system predicts ‘‘acceptable security’’ or ‘‘weak 

security’’ while the real output was ‘‘strong security’’. 

Or 

When the system predicts ‘‘weak security’’ while the real 

output was ‘‘acceptable security’’ 

By using the confusion matrix, accuracy can be expressed 

as: 

Accuracy 
Addition of all the values of first diagonal 

total number of samples 
 

 
TABLE 4. Generalized Confusion Matrix for the Proposed Model. 

(10) 

 
According to Table 5, the percentage of accuracy from the 

proposed work will be: 

Percentage Accuracy =
 21 + 21 + 56 

× 100% 

Percentage Accuracy = 
21 + 21 + 56 + 1 + 1

 
 
 

TABLE 5. Confusion Matrix When Test Samples are 20% of Total Dataset. 
 

 
 

V. STATISTICAL ANALYSIS OF THE PROPOSED MODEL 

To evaluate the performance of the proposed model, we have 

done some experimental analysis, as outlined below. 

 
A. CONFUSION MATRIX 

The confusion matrix is a two-dimensional array that can be 

utilized to find accuracy, recall. and precision. The gener- 

alized confusion matrix for our proposed model is given in 

Table 4 while Table 5 shows this confusion matrix when we 

have taken a 20% test sample from the dataset. 

In the classification of accuracy, four unavoidable terms 

(given in Table 4) can be helpful in gauging our model’s 

performance. An explanation of these four terms according 

to the proposed model is given below. 

 
1) TRUE POSITIVES 

When the system predicts ‘‘strong security’’ while the real 

output was also ‘‘strong security’’. 

 
2) TRUE NEGATIVES 

When the system predicts ‘‘acceptable security’’ while the 

real output was also ‘‘acceptable security’’. 

Or 

When the system predicts ‘‘weak security’’ case while the 

real output was also ‘‘weak security’’. 

B. CLASSIFICATION ACCURACY 

The accuracy of this system reveals the information about 
how many correct predictions have been made by the model. 

The more correct predictions made, the higher the resulting 

accuracy. This classification accuracy can be measured as: 

Classification accuracy 
No. of correct predictions 

Total number of predictions 
(11) 

 
According to the Table 5, the percentage classification accu- 

racy of our proposed work will be: 

percentage Classification accuracy 

  21 + 21 + 56  
100

 

21 + 21 + 56 + 1 + 1 

percentage Classification accuracy = 98% 

It can also be found as follows: 

percentage Classification accuracy 

   T.P + T.N 
100% (12)

 

Total samples 

In the case of our proposed work, the percentage of classifi- 

cation accuracy will be: 

T.P + (T.N)(1) + (T.N)(2) 
100%

 

Total samples 
Percentage of Classification accuracy 

  21 + 21 + 56  
100

 

21 + 21 + 56 + 1 + 1 

Percentage of Classification accuracy = 98% (13) 
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Precision = 
T.P + (F.P)(1)

 

= 

 
 

TABLE 6. Statistical Values of Different Parameters Wen the Proposed Model is Implemented Using SVM, KNN, RF and DT. 

 
 

 

 
    

    

    

    

    

    

    

 

TABLE 7. Statistical Values of Different Parameters for the Proposed and Existing Work (A Comparison). 

 
 

 
   

   

   

   

   

   

   

 
C. PRECISION AND RECALL 

Precision is the ratio between the true positive predicted 
observations and the total number of positive predicted obser- 

vations. Mathematically, this can be expressed as: 

Precision 
T.P 

(14) 

T.P + F.P 

In the case of our proposed work, the precision will be: 

  T.P  

D. F1 SCORE 

Accuracy and F1 score both are important metrics when eval- 

uating the performance of machine learning models. Accu- 

racy is important when true positive and true negative samples 

are more valuable, while the F1 score is important when false 

positive and false negative samples are more important. F1 

score can be calculated as: 

"
(Recall)-1 + (Precision)-1 

#−1
 

 

 

According to the values given in Table 5, the precision value 

for our proposed model will be: 
2 

 Precision × Recall 
(18) 

Precision + Recall 

Precision 
21 

1 

21 + 0 + 0 
When the proposed model is tested on a 20% sample of the 

total data, the F1 score calculated (using equation 18) will 

Recall refers to the sensitivity of the model. The greater the 

recall score, the more sensitive the model will be. In other 

words, this expresses the ratio of true positive observation and 

the total number of true positive and false negative observa- 

be: 

F1 score 2 
1 × 0.91 

0.94 

1 + 0.91 

tions. Mathematically, recall can be calculated as: 

Recall 
T.P

 
T.P + F.N 

 
 

(16) 

The precision, percentage, accuracy, recall, and F1 scores 

achieved by our proposed model using SVM, K-nearest 

neighbour (KNN), random forest (RF) and decision tree (DT) 

In the case of our proposed work, the equation 16 can be 

written as: 
T.P 

when the different percentages of the test samples are selected 

from the total data, is given in Table 6. We preferred 

to choose SVM over other machine learning algorithms 

Recall = 
T.P + (F.N)(1) + (F.N)(2) + (F.N)(3) + (F.N)(4) 

(17) 

due to the better performance of SVM as it can be seen 

on Table 6, the the proposed model exhibits better results 

when we use SVM instead of other machine learning algo- 

According to the values given in Table 5, the recall value for 

our proposed model will be: 

rithms such KNN, RF and DT. Apart from the compari- 

son between different machine learning algorithms, we have 

also compared the proposed model with the existing ones 

Recall 
21

 

21 + 1 + 1 + 0 + 0 
= 0.91 

given in Table 7 to show the superiority of the proposed 

model. 

2 + (F.P)(2) 
(15) F1 Score = 



 

  

 

 

 
 

VI. CONCLUSION 

In this article, we have developed and proposed a model that 

can detect the security level of various encryption schemes 

quickly and accurately. We began by creating a dataset and 

incorporating the security parameters common to various 

encryption schemes as features. To prepare a dataset, we have 

divided the values of all features into three intervals—strong, 

acceptable, and weak—that describe the resulting security 

levels. Next, the different encryption schemes are tested on 

our proposed model in order to detect the level of security 

each one offers. We can also detect the security level of these 

encryption schemes manually by determining the statistical 

values of each one. With traditional testing methods, this 

process takes a great deal of time to accomplish but with 

our proposed model, testing can be achieved within a few 

seconds. To conclude, we also tested our proposed model 

using different experiments to evaluate its performance, and 

we found that it produces 98% correct predictions at much 

faster speeds than other models currently available. 

In the future work, the use of deep learning tech- 

niques to detect the security level of cryptosystems will be 

investigated [37], [38]. 
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