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Abstract - Dogs are beloved pets and loyal companions to 

millions of people worldwide. Unfortunately, dogs can also 

suffer from a variety of skin diseases that can cause discomfort, 

pain, and even life-threatening complications. Some dog skin 

diseases can be transmitted to humans through direct contact. 

Early detection and treatment of these skin diseases are crucial 

for the health and well-being of dogs and humans. Our project 

aims to provide a quick and precise approach to identifying 

various types of skin diseases in dogs. To expedite the process 

of identifying and diagnosing infections related to canine 

interaction, we plan to utilize a machine-learning model. This 

approach aims to reduce the time and expertise required for 

accurate and consistent diagnosis, which can otherwise be 

challenging and time-consuming. Two models, InceptionV3 

and MobileNetV2, were utilized and compared in our 

implementation. In the case of InceptionV3, a training accuracy 

of 0.99 and a validation accuracy of 0.98 were achieved. For 

MobileNetV2, we attained a validation accuracy of 96 and a 

categorical accuracy of 97. 
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1. INTRODUCTION  

Dogs are prone to various skin diseases, which can 

cause discomfort and distress to them. A range of factors, such 

as allergies, infections, parasites, and autoimmune disorders, 

can lead to the development of these illnesses. While most of 

these conditions are not zoonotic, some of them can be 

transmitted to humans. Zoonotic skin diseases that can be 

contracted from dogs include ringworm, scabies, and impetigo. 

These diseases can cause skin rashes, itching, and blisters in 

humans, and they can be particularly harmful to individuals 

with weakened immune systems. It is therefore essential to take 

precautions when dealing with dogs that have skin diseases, 

such as wearing gloves and washing hands thoroughly after 

handling them. It is also crucial to seek veterinary care 

promptly to prevent the spread of zoonotic skin diseases and 

ensure the health and well-being of both dogs and humans. 

There are various causes of skin diseases in dogs, including 

allergies, infections, parasites, and autoimmune disorders. 

These conditions can be acquired from the environment, such 

as flea infestations, or they can be hereditary. Zoonotic skin 

diseases that can be contracted from dogs include ringworm, 

scabies, and impetigo. Dogs can catch these diseases through 

contact with infected animals, contaminated soil, or exposure 

to humans with these diseases. It is essential to practice good 

hygiene and seek veterinary care promptly if you suspect your 

dog has a skin disease to prevent the spread of zoonotic 

diseases and ensure the health and well-being of both dogs and 

humans. 

Deep learning, specifically convolutional neural 

networks (CNNs), can aid in the early diagnosis of skin 

diseases in dogs. CNNs are a type of artificial neural network 

that can automatically learn and extract features from images. 

In the case of skin diseases in dogs, CNNs can analyze images 

of a dog's skin and identify any abnormalities, such as rashes or 

lesions, that could indicate the presence of a disease. This can 

be particularly helpful in the early detection of skin diseases, as 

visual symptoms may appear before other signs or symptoms 

of illness. By using CNNs, veterinarians and pet owners can 

quickly and accurately diagnose skin diseases in dogs, leading 

to prompt treatment and potentially preventing the spread of 

zoonotic diseases to humans. 

Transfer learning is a deep learning technique that 

involves utilizing a pre-existing neural network model trained 

on a vast dataset, which has already acquired numerous features 

that are helpful for diverse tasks. With transfer learning, we can 

adapt the pre-trained model for a new task, such as classifying 

images of dog skin diseases, by refining its parameters. It refers 

to the approach of using the learning from one task on another 

task without the requirement of learning from scratch. To 

begin, you must train a model using a large data set. After that, 

you can fine-tune the model with a smaller data set more 

closely related to your particular issue. Although training on 

large data is always better as more patterns can be recognized, 

transfer learning can give satisfying results on small datasets. 

The transfer learning technique involves using an existing 

ConvNet feature extraction and the associated trained network 

weights, transferring to be fine-tuned on a small dataset. By 

using transfer learning, deep learning models can be trained 

with limited datasets. In transfer learning, information is 
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transferred from a pre-trained model of a related domain and 

then fine-tuned on a small dataset. 

2. RELATED WORK 

 Transfer learning is a deep learning technique that has 

been used to detect and classify dog skin diseases. Researchers 

have developed consensus models for each skin disease for 

dogs by combining the best models developed with normal and 

multispectral images using deep learning [1]. Deep 

convolutional neural networks (DCNN) have also been used to 

classify skin lesions into different categories, including dog 

skin diseases, with the help of their dermoscopic images [2]. 

Transfer learning has been employed to train segmentation 

models for two purposes: to extract the region of interest for 

classification and to classify high-frequency ultrasound skin 

images [3]. These studies demonstrate the potential of transfer 

learning in improving the accuracy of dog skin disease 

detection and classification.  

In one study, transfer learning was used to train a 

public skin lesion dataset containing more than three skin 

diseases, and Inceptionv3 was one of the models used for 

classification [4]. This study performed a comparative analysis 

of six different transfer learning nets for multi-class skin cancer 

classification, and Inceptionv3 was found to be one of the best-

performing models [2]. In this study, an image style transfer 

algorithm was applied to the detection of pigmented skin 

diseases for image augmentation, and Inceptionv3 was used for 

classification [5]. Overall, Inceptionv3 has shown promising 

results for skin disease classification and detection using 

transfer learning. One study proposed a computerized process 

of classifying skin disease through deep learning-based Long 

Short Term Memory [6]. [9] Compared MobileNetV1 and 

MobileNetV2, in which MobileNetV2 acquired higher 

accuracy. [10] Used Transfer learning in which they used 

DenseNet as a feature Extractor. [11] Proposed model based on 

improved MobileNetv2 for skin disease classification. [12] 
Proposed deep learning model using MobileNetV2 for 

classification of Sclerosis skin. [13] Implemented deep learning 

model using MobileNetV2 and compared with ResNet50V2, 

InceptionV3, in which the proposed system acquired the 

highest accuracy. [14] Trained a MobileNetV2 for skin cancer 

recognition. [15] Developed a deep learning model that 

outperformed other models like AlexNet, VGG16, and 

InceptionV3. [16] They employed models like ResNet50V2, 

VGG16, InceptionV3, and InceptionResNet for detecting skin 

disease and InceptionV3 resulted in the highest accuracy. [17] 
They used MobileNet and Xception for transfer learning for 

skin disease diagnosis, in which the Xception model resulted in 

higher accuracy. [18] They used several CNN models for 

transfer learning in which DenseNet resulted in higher 

accuracy. 

 [20] The study proposed two solutions to improve the 

performance of image classification in real-world tasks. The 

first solution was an input image denoising method, while the 

second solution was a dual-channel architecture that utilized an 

outline-enhanced image as an augmented feature. The dual-

channel architecture achieved better accuracy than the original 

model, even in the presence of various types of quality 

distortion. [19] Experiments have shown that using certain 

image enhancement algorithms can have a negative impact on 

the performance of pre-trained CNN models when fine-tuning 

is used for transfer learning. Specifically, CLAHE, SMQT, 

wavelet transform, and Laplace operator all showed reduced 

performance on natural image datasets. Even adapt gamma 

correction showed lower mean accuracy, median accuracy, 

mean F1 score, and median F1 score compared to the original 

dataset. 

3. METHODOLOGY 

3.1 Dataset Gathering 

In this study, we utilized a comprehensive dataset [21] 

of dog skin diseases consisting of four distinct types of 

conditions. These include healthy skin, bacterial dermatosis, 

fungal infection, and hypersensitive allergy. In total, our dataset 

contained a diverse range of 26 images depicting healthy skin, 

12 images showcasing bacterial dermatosis, 11 images 

displaying fungal infection, and 13 images illustrating 

hypersensitive allergy. These images were carefully curated for 

use in both the training and the validation phases of our 

research. 

We used the dataset images that were captured in the 

RGB color space. By utilizing this color model, we were able 

to analyze the color and intensity variations in the images, 

allowing for a more thorough understanding of the visual 

differences between the various skin diseases. 

3.2 Data Preparation 

In order to prepare the images for use in transfer 

learning models, we resized all images to a uniform size of 

(224,224). This standard size allowed for consistent input 

across all images and models used in our study.  

As part of our data preparation process, we separated 

the labeled data into four distinct class folders, each 

corresponding to a specific type of skin condition in canines. 

These conditions included healthy skin, fungal infection, 

bacterial dermatosis, and hypersensitive allergic reactions. This 

separation of the labeled data into individual class folders 

allowed us to organize and categorize the data more effectively, 

enabling us to streamline the training and validation process for 

our machine learn machine-learning labeling and separating the 

data in this manner, we were able to ensure that each image was 

associated with the correct class, which was critical for 

achieving accurate results in our analysis. Throughout our 

study, we took great care to ensure that our data preparation 

process was rigorous and thorough. By separating the labeled 

data into individual class folders, we were able to create a more 

structured and organized dataset, which facilitated the 
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development of our models and enabled us to diagnose canine 

skin conditions more. 

For this purpose, we utilized all available labeled data 

for both the training and the validation of our models. The 

labeled data were randomly split into two folders with a ratio 

of 8:2, ensuring that both training and validation sets were 

representative of the entire dataset. To ensure that important 

features were visible for feature extraction, we applied image 

enhancement techniques to all images in both the training and 

validation sets. Specifically, we increased the brightness of 

each image by a factor of 2, allowing for clearer visualization 

of important details. To increase the size and diversity of our 

dataset, we employed data augmentation techniques such as 

zooming, horizontal flipping, and vertical flipping. This 

process resulted in a larger and more diverse dataset, which 

improved the robustness and generalizability of our models. 

In total, our training dataset contained 443 images, 

while our validation dataset contained 114 images. The use of 

various preprocessing and augmentation techniques helped to 

ensure that our models were trained and validated on a high-

quality and representative dataset, which is crucial for 

achieving accurate and reliable results in our study. 

3.3 Feature Extraction 

In classification problems, one of the most crucial 

process is feature extraction. To achieve this we have used pre-

trained transfer learning models. We implemented model 

training using two CNN architectures MobileNetV2 and 

InceptionV3 using TensorFlow and Keras. Feature extraction 

involves identifying significant features within an image and 

deriving information from them. This is accomplished by 

stacking multiple CNNs in sequence to form a comprehensive 

model. 

3.4 Model Implementation using MobilNetV2 

MobileNetV2 is a lightweight deep-learning model 

designed specifically for mobile devices. Its architecture 

consists of depth-wise separable convolutions that reduce the 

number of parameters and computations required while 

maintaining high accuracy. During feature extraction using 

MobileNetV2, the pre-trained model is loaded and the final 

classification layers are removed. This allows us to use the 

model as a feature extractor, where the output of the last 

convolutional layer is used as a set of image features. These 

features are then fed into a new classifier, which is trained to 

recognize the target classes of the specific task at hand. [7] 

MobileNetV2 has two main building blocks: the inverted 

residual block and the linear bottleneck block. The inverted 

residual block consists of a 1x1 convolution that increases the 

number of channels followed by a depth-wise separable 

convolution and another 1x1 convolution that reduces the 

number of channels. This block is designed to increase the non-

linearity of the network while keeping the number of 

parameters low. The linear bottleneck block consists of a 1x1 

convolution that reduces the number of channels followed by a 

depth-wise separable convolution and another 1x1 convolution 

that increases the number of channels. This block is designed 

to increase the representational power of the network while 

keeping the computation low. MobileNetV2 has achieved state-

of-the-art performance on several benchmarks and has many 

applications for mobile devices. MobileNetV2 is a significant 

advancement in deep learning and has opened up new 

possibilities for mobile applications. 

 
Figure 1. Architecture of MobileNetV2 [7] 

 
Our study involved the implementation of 

MobilNetV2, a deep learning model that is optimized for 

mobile devices, and training the model using a dataset of 

images with dimensions of (224, 224, 3). The output of the 

trained model is an array of four elements, which represents the 

probability of each of the four classes which are healthy skin, 

fungal infection, bacterial dermatosis, and hypersensitive 

allergic reactions. To mitigate the risk of overfitting, a dropout 

layer was added to the model architecture. Additionally, 

categorical cross entropy was utilized as the loss function 

during the training phase. The model was trained for a total of 

31 epochs. Upon completion, the model attained a validation 

accuracy of 94% and training accuracy of 97%, indicating that 

it performed exceptionally well on the validation set. The 

below graph (Figure 2) represents the trend of training 

accuracy vs validation accuracy of our MobileNetv2 model. 

http://www.ijsrem.com/
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Figure 2. Training and validation accuracy graph 

   The graph (Figure 3) presented below depicts the 

trend of the training loss vs validation loss of our MobileNetv2 

model. 

 

Figure 3. Training and validation loss graph 

3.5 Model Implementation using InceptionV3 

    Inceptionv2 features several design improvements 

over the original architecture, resulting in superior performance 

on a variety of image classification benchmarks. The 

Inceptionv2 architecture is characterized by its use of 

"Inception modules," which are essentially multi-path 

convolutional neural networks. This module is designed to 

compute convolutions at multiple levels of abstraction, 

specifically 1 × 1, 3 × 3, and 5 × 5 convolutions, all within the 

same module of the network. These different convolutional 

filters allow the network to capture features at various levels of 

detail and abstraction, enabling it to better recognize patterns 

within images. These modules perform convolutional 

operations at multiple scales and concatenate their outputs, 

these outputs are then fed into the next layer of the network. 

This approach results in more efficient use of computational 

resources and enables the network to better capture both low-

level and high-level features in images. One key innovation of 

the Inceptionv2 architecture is its use of "factorized" 

convolutional filters, which reduce the computational cost of 

convolutional operations by breaking them down into smaller 

operations.  This allows the network to perform more complex 

computations while still maintaining a manageable number of 

parameters. Another important design feature of Inceptionv2 is 

its use of "batch normalization," which involves normalizing 

the input to each layer of the network to reduce the effects of 

internal covariate shift. This technique results in faster training 

times and improves the overall performance of the network. 

Inceptionv2 also utilizes other optimization techniques such as 

"label smoothing" and "weight decay" to further enhance its 

performance on image classification tasks. Overall, the 

Inceptionv2 architecture stands out from other neural network 

architectures due to its effective use of multi-path 

convolutional networks, factorized convolutional filters, and 

other optimization techniques. These design improvements 

result in a network that is both efficient and effective at image 

classification. The inception V3 model consists of a total of 42 

layers, which represents a slight increase in layer count 

compared to the previous inception V1 and V2 models. 

However, despite this increase in complexity, the inception V3 

model exhibits an impressive level of efficiency. 

We developed a deep learning model using the 

InceptionV3 architecture, implemented using the TensorFlow 

and Keras libraries. As the available dataset was limited, a 

dropout layer was added to the model to prevent overfitting, 

which is a common problem in deep learning models. 

Additionally, the categorical cross-entropy was selected as the 

loss function for the model, which is a widely used measure for 

Figure 4. Architecture of InceptionV3 [8] 
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evaluating classification models. To further optimize the 

performance of the model, an early stopping and checkpoint 

mechanism was employed, where the validation accuracy of the 

model was monitored during the training process. The weights 

associated with the best validation accuracy were saved at each 

epoch, thereby allowing the model to be fine-tuned at any point 

during the training process. 

The performance of the model was evaluated by plotting and 

analyzing the trend of both training accuracy and validation 

accuracy over each epoch. This graphical representation 

(Figure 5) provided a clear and concise summary of the 

model's performance over time, with the addition of a dropout 

layer and the use of categorical cross entropy as the loss 

function, resulting in a model with impressive validation 

accuracy of 98% and a training accuracy of 99%. 

 

Figure 5. Training accuracy and validation accuracy of the model 
using InceptionV3 

The below graph (Figure 6) is the representation of 

the trend in training loss and validation loss with epochs. 

 

Figure 6. Graph of training and validation loss of our model using 
InceptionV3 

 

4. RESULTS 

This section presents the results and analysis of two models 

developed for the classification of bacterial dermatosis, fungal 

infection, healthy, and hypersensitive allergy. The first model 

was developed using the InceptionV3 architecture, while the 

second model was developed using MobileNetV2. The below 

table (Table 1) represents the Classification report and (Figure 

7) represents the confusion matrix of the InceptionV3 model. 

Table 1. Classification report of InceptionV3 model. 

    Precision recall F1-score 

Bacterial 1 1 1 

Fungal 1 1 1 

healthy 1 0.97 0.98 

hypersensitivity 0.97 1 0.98 

 

 

Figure 7. Confusion matrix of InceptionV3 model. 

The performance of the two models was evaluated 

using the F1-score metric, which is a measure of the harmonic 

mean of precision and recall. The F1-scores of the InceptionV3 

model for bacterial dermatosis, fungal infection, healthy, and 

hypersensitive allergy were 1, 1, 0.98, and 0.98, respectively. 

On the other hand, the F1-scores of the MobileNetV2 model for 

bacterial dermatosis, fungal infection, healthy, and 

hypersensitive allergy were 0.96, 1, 0.93, and 0.97, 

respectively. The below table (Table 2) represents the 

classification report and (Figure 8) shows the confusion matrix 

of the MobileNetV2 model. 

 

http://www.ijsrem.com/
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Table 2. Classification report of MobileNetV2 model 

 Precision recall F1-score 

bacterial 1 0.93 0.96 

Fungal 1 1 1 

Healthy 0.93 0.93 0.93 

hypersensitivity 0.94 1 0.97 

 

 

Figure 8. Confusion Matrix of MobileNetV2 model 

Moreover, the InceptionV3 model showed a 

validation accuracy of 98% and a training accuracy of 99%, 

which is higher than the MobileNetV2 model's validation 

accuracy of 94% and training accuracy of 97%. The results 

suggest that the InceptionV3 model outperforms the 

MobileNetV2 model in terms of accuracy. 

In conclusion, the findings demonstrate that the InceptionV3 

architecture is more effective in classifying bacterial 

dermatosis, fungal infection, healthy, and hypersensitive 

allergy, with superior performance in both F1-score and 

accuracy. 

5. CONCLUSION 

 The early detection of dog skin diseases is crucial to 

prevent their transmission to humans. With this objective in 

mind, we trained deep learning models using InceptionV2 and 

MobileNetV2. Our results showed that InceptionV3 achieved 

the best validation accuracy of 98% in detecting various types 

of skin diseases in dogs, while MobileNetV3 attained a 

validation accuracy of 94%. Furthermore, we utilized data 

enhancement and data augmentation techniques to improve the 

performance of our models. This approach enables us to 

identify and treat dog skin diseases at an early stage, ultimately 

promoting the health and well-being of both dogs and humans. 

In summary, our research highlights the significance of early 

detection and demonstrates the potential benefits of machine 

learning in veterinary medicine. 

6. REFERENCES 

1. Hwang, S., Shin, H.K., Park, J.M. et al. Classification of dog skin 

diseases using deep learning with images captured from multispectral 

imaging device. Mol. Cell. Toxicol. 18, 299–309 (2022). [DOI] [Ref] 

2. Jain S, Singhania U, Tripathy B, Nasr EA, Aboudaif MK, Kamrani 

AK. Deep Learning-Based Transfer Learning for Classification of 

Skin Cancer. Sensors (Basel). 2021 Dec 6;21(23):8142. doi: 

10.3390/s21238142. PMID: 34884146; PMCID: PMC8662405. [Ref] 

3. Czajkowska J, Badura P, Korzekwa S, Płatkowska-Szczerek A, 

Słowińska M. Deep Learning-Based High-Frequency Ultrasound Skin 

Image Classification with Multicriteria Model Evaluation. Sensors 

(Basel). 2021 Aug 30;21(17):5846. doi: 10.3390/s21175846. 

PMID:34502735; PMCID:PMC8434172. [Ref] 

4. Almuayqil, S.N.; Abd El-Ghany, S.; Elmogy, M. Computer-Aided 

Diagnosis for Early Signs of Skin Diseases Using Multi Types Feature 

Fusion Based on a Hybrid Deep Learning Model. Electronics 2022, 

11, 4009. [Ref ] 

5. Wan L, Ai Z, Chen J, Jiang Q, Chen H, Li Q, Lu Y, Chen L. 

Detection algorithm for pigmented skin disease based on classifier-

level and feature-level fusion. Front Public Health. 2022 Oct 

20;10:1034772. doi: 10.3389/fpubh.2022.1034772. PMID: 36339204; 

PMCID: PMC9632750. [Ref] 

6. Srinivasu PN, SivaSai JG, Ijaz MF, Bhoi AK, Kim W, Kang JJ. 

Classification of Skin Disease Using Deep Learning Neural Networks 

with MobileNet V2 and LSTM. Sensors (Basel). 2021 Apr 

18;21(8):2852. doi: 10.3390/s21082852. PMID: 33919583; PMCID: 

PMC8074091. [Ref] 

7. Mark Sandler, Andrew Howard, Menglong Zhu, Andrey 

Zhmoginov, Liang-Chieh Chen. MobileNetV2: Inverted Residuals 

and Linear Bottlenecks. [DOI] 

8. Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jonathon 

Shlens, Zbigniew Wojna. Rethinking the Inception Architecture for 

Computer Vision. [DOI] 

9. K. Dong, C. Zhou, Y. Ruan and Y. Li, "MobileNetV2 Model for 

Image Classification," 2020 2nd International Conference on 

Information Technology and Computer Application (ITCA), 

Guangzhou, China, 2020, pp. 476-480, doi: 

10.1109/ITCA52113.2020.00106. [Ref] 

10. C. Efe Tezcan, B. Kiras and G. Bilgin, "Classification of Breast 

Cancer Histopathological Images with Deep Transfer Learning 

Methods," 2022 30th Signal Processing and Communications 

Applications Conference (SIU), Safranbolu, Turkey, 2022, pp. 1-4, 

doi: 10.1109/SIU55565.2022.9864846. [Ref] 

11. Y. J. Cheng, W. Lin, Y. Z. Liu and L. Sun, "Classification of skin 

diseases based on improved MobileNetV2," 2021 33rd Chinese 

http://www.ijsrem.com/
https://doi.org/10.1007/s13273-022-00249-7
https://link.springer.com/article/10.1007/s13273-022-00249-7
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8662405/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8434172/
https://doi.org/10.3390/electronics11234009
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9632750/
https://www.mdpi.com/1424-8220/21/8/2852
https://doi.org/10.48550/arXiv.1801.04381
https://doi.org/10.48550/arXiv.1512.00567
https://ieeexplore.ieee.org/document/9422058
https://ieeexplore.ieee.org/document/9864846


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 03 | March - 2023                         Impact Factor: 7.185                         ISSN: 2582-3930     

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM18053                                                    |        Page 7 

Control and Decision Conference (CCDC), Kunming, China, 2021, 

pp. 598-603, doi: 10.1109/CCDC52312.2021.9602387.[Ref] 

12. M. Akay et al., "Deep Learning Classification of Systemic 

Sclerosis Skin Using the MobileNetV2 Model," in IEEE Open Journal 

of Engineering in Medicine and Biology, vol. 2, pp. 104-110, 2021, 

doi: 10.1109/OJEMB.2021.3066097.[Ref] 

13. Rarasmaya Indraswari, Rika Rokhana, Wiwiet Herulambang, 

Melanoma image classification based on MobileNetV2 network, 

Procedia Computer Science, Volume 197, 2022, Pages 198-207, ISSN 

1877-0509, https://doi.org/10.1016/j.procs.2021.12.132.[Ref] 

14. C. Jen Ngeh, C. Ma, T. Kuan-Wei Ho, Y. Wang and J. Raiti, "Deep 

Learning on Edge Device for Early Prescreening of Skin Cancers in 

Rural Communities," 2020 IEEE Global Humanitarian Technology 

Conference (GHTC), Seattle, WA, USA, 2020, pp. 1-4, doi: 

10.1109/GHTC46280.2020.9342911. [Ref] 

15. A. P. Abhiram, S. M. Anzar and A. Panthakkan, "DeepSkinNet: A 

Deep Learning Model for Skin Cancer Detection," 2022 5th 

International Conference on Signal Processing and Information 

Security (ICSPIS), Dubai, United Arab Emirates, 2022, pp. 97-102, 

doi: 10.1109/ICSPIS57063.2022.10002541.[Ref]  

16. F. H. Athina et al., "Multi-classification Network for Detecting 

Skin Diseases using Deep Learning and XAI," 2022 International 

Conference on Innovation and Intelligence for Informatics, 

Computing, and Technologies (3ICT), Sakheer, Bahrain, 2022, pp. 

648-655, doi: 10.1109/3ICT56508.2022.9990755. [Ref] 

17. Rifat Sadik, Anup Majumder, Al Amin Biswas, Bulbul Ahammad, 

Md. Mahfujur Rahman, An in-depth analysis of Convolutional Neural 

Network architectures with transfer learning for skin disease 

diagnosis, Healthcare Analytics, Volume 3, 2023, 100143, ISSN 

2772-4425, https://doi.org/10.1016/j.health.2023.100143.[Ref] 

18. Douglas de A. Rodrigues, Roberto F. Ivo, Suresh Chandra 

Satapathy, Shuihua Wang, Jude Hemanth, Pedro P. Rebouças Filho, A 

new approach for classification skin lesion based on transfer learning, 

deep learning, and IoT system, Pattern Recognition Letters, Volume 

136, 2020, Pages 8-15, ISSN 0167-8655, 

https://doi.org/10.1016/j.patrec.2020.05.019. [Ref] 

19. Xiaoran Chen. Image enhancement effect on the performance of 

convolutional neural networks (jun, 2019) [Ref] 

20. Jonghwa Yim, Kyung-Ah Sohn. Enhancing the Performance of 

Convolutional Neural Networks on Quality Degraded Datasets. [Ref] 

21. Hwang, Sungbo; Shin, Hyun Kil; Park, Jin Moon;  Kwon, Bosun; 

Kang, Myung-Gyun (2022), “Classification of pet dog skin diseases 

using deep learning with images captured from multispectral imaging 

device”, Mendeley Data, V1, doi: 10.17632/5dbht54kw7.1 [Ref] 

http://www.ijsrem.com/
https://ieeexplore.ieee.org/document/9602387
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8901014/
https://www.sciencedirect.com/science/article/pii/S1877050921023565
https://ieeexplore.ieee.org/document/9342911
https://ieeexplore.ieee.org/document/10002541
https://ieeexplore.ieee.org/document/9990755
https://www.sciencedirect.com/science/article/pii/S2772442523000102
https://doi.org/10.1016/j.patrec.2020.05.019
https://www.sciencedirect.com/science/article/pii/S0167865520301987
http://www.diva-portal.org/smash/get/diva2:1341096/FULLTEXT02.pdf
https://arxiv.org/ftp/arxiv/papers/1710/1710.06805.pdf
https://data.mendeley.com/datasets/5dbht54kw7/1

