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Abstract - The project aims to detect and mitigate 

escalating application-layer DDoS attacks, providing 

insights into attack patterns and tools for enhanced 

cybersecurity measures. With a target on HTTP-layer 

attacks, the project seeks to unravel tactics and tools, 

offering a specialized approach to bolster understanding 

and countermeasures against evolving cyber threats. 

There is an urgent need to address rising DDoS threats 

by shifting the project focus to tools' accessibility. This 

is crucial for proactive defense against the widespread 

use of malicious attack tools. The project aims to 

empower network administrators and cybersecurity 

experts, securing online services. Ultimately, it benefits 

users and businesses with resilient defenses against 

evolving DDoS threats. To boost performance, we 

introduced ensemble models—Voting Classifier 

(RandomForest, DecisionTree) and Stacking Classifier 

(RandomForest, DecisionTree, LGBM). These 

enhancements aim to improve cyberbullying detection 

accuracy.. 
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1.INTRODUCTION  

This One of the most pernicious and increasingly 

complex security dangers to computer networks is 

distributed denial of service (DDoS) attacks [1], [2]. In 

Q1 2022, there was a significant increase in application-

layer attacks, specifically HTTP-layer DDoS attacks 

which rose by 164% YoY and 135% QoQ. In terms of 

industry attacks, the Consumer Electronics sector 

experienced the highest increase with a staggering 

5,086% QoQ. Online Media ranked second with a 

2,131% increase in attacks QoQ, while Computer 

Software companies came in third with a 76% QoQ and 

1,472 YoY increase in attacks [2].  

A DDoS attack is a malevolent effort to stop a 

specific website, computer, or network from operating 

normally by saturating it with traffic from numerous 

sources. In this kind of attack, the perpetrator employs a 

network of computers or other devices (referred to as a 

‘‘botnet’’) to overwhelm the target system with an 

excessive quantity of data, rendering it inaccessible to 

authorized users [4]. DDoS attacks are complex attacks 

since (1) they can generate a large volume of traffic 

from a wide variety of sources, and (2) the traffic 

appears to originate from a wide variety of locations [5].  

DDoS attacks manifest in diverse forms, with 

applicationlayer attacks being one of them. Application-

layer DDoS attacks target the application layer of the 

victim system, aiming to exhaust its resources or cause 

the application to fail. Illustrative examples of such 

attacks include HTTP floods and Slowloris attacks. The 

primary goal of application-layer DDoS attacks is to 

disable a network by overwhelming it with traffic, 

leading to system crashes or unavailability [6], [7], [8].  

A significant factor in the growth of DDoS attacks is 

the easy availability of DDoS attack tools. These tools 

can be used intentionally to overwhelm servers and 

websites with traffic to the point where they become 

inoperable. Due to the easy availability of tools, either 

through purchasing them on the dark web or 

downloading freely accessible scripts, people with little 

to no technical knowledge can carry out devastating 

DDoS attacks [4], [9], [10], [11]. 

2. LITERATURE SURVEY 

From smart home to industrial automation to smart 

power grid, IoT-based solutions penetrate into every 

working field. These devices expand the attack surface 

and turned out to be an easy target for the attacker as 

resource constraint nature hinders the integration of 
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heavy security solutions. Because IoT devices are less 

secured and operate mostly in unattended scenario, they 

perfectly justify the requirements of attacker to form 

botnet army to trigger Denial of Service attack on 

massive scale [1, 2, 17]. Therefore, this paper [1] 

presents a Machine Learning-based attack detection 

approach to identify the attack traffic in Consumer IoT 

(CIoT). This approach operates on local IoT network-

specific attributes to empower low-cost machine 

learning classifiers to detect attack, at the local router. 

The experimental outcomes unveiled that the proposed 

approach achieved the highest accuracy of 0.99 which 

confirms that it is robust and reliable in IoT networks. 

Today Internet is becoming an emerging technology 

for remote control of industrial applications, where one 

site needs to control another site remotely (e.g. power 

plants controllers). Denial-of-Service (DoS) attacks may 

cause significant disruptions to the Internet which will 

threaten the operation of such network based control 

systems. Overlay networks have been proposed to 

protect Internet application sites by location-hiding 

technique. This paper [2] analyzes a large domain of 

previous approaches against this problem. This paper 

addresses how an interface to an overlay network can be 

designed such that communication services among 

geographically distributed application sites are secured 

against DoS attacks. This paper presents a novel 

architecture called overlay protection layer (OPL) that 

proactively protect application sites from DoS attacks 

[17, 18]. Through simulation this paper shows DoS 

attacks have a negligible chance to disrupt 

communications services via the OPL architecture. Even 

if attackers attack 50% of overlay nodes via a 

Distributed DoS attack still 75% of communication 

channels are available. 

DDoS attack has been the most preferred attack by the 

hackers in the recent years. This is due to its ability to 

create multitude and variety of problems. A large group 

of hackers and experts in this field have developed 

packages and tools that initiate DDoS attack on various 

type of networks. It is essential to evaluate and compare 

the strength of DDoS attack launched by these tools to 

devise efficient countermeasures against it. In this paper 

[4], the performance of three DDoS attack tools is 

compared and analyzed using parameters such as time to 

successfully launch attack, traffic rate, and packet size. 

[20] The DDoS tools considered for evaluation are 

Slowloris, GoldenEye and Xerxes. The experimental 

results infer that Xerxes outperforms other tools in 

launching a DDoS attack[21, 23]. 

Software Defined Networking (SDN) is a new 

networking paradigm where forwarding hardware is 

decoupled from control decisions. It promises to 

dramatically simplify network management and enable 

innovation and evolution. In SDN, network intelligence 

is logically centralized in software-based controllers (the 

control plane), while network devices (OpenFlow 

Switches) become simple packet-forwarding devices 

(the data plane) that can be programmed via an open 

interface (OpenFlow protocol). Such decoupling of the 

control plane from the data plane introduces various 

challenges that include security, reliability, load 

balancing, and traffic engineering. Dreadful security 

challenges in SDNs are denial of service (DoS) and 

distributed denial of service (DDoS) attacks [5].   

For instance, in SDNs, DoS/DDoS attacks could flood 

the control plane, the data plane, or the communication 

channel. Attacking the control plane could result in 

failure of the entire network, while attacking the data 

plane or the communication channel results in packet 

drop and network unavailability. In this paper we deliver 

several contributions that shed light on the field of 

DoS/DDoS attacks in SDNs, providing a complete 

background about the area, including attacks and 

analysis of the existing solutions [19, 20]. In particular, 

our contributions can be summarized as follow: we 

review and systematize the state-of-the-art solutions that 

address both DoS and DDoS attacks in SDNs through 

the lenses of intrinsic and extrinsic approaches. 

Moreover, the discussed countermeasures are organized 

accordingly to their focus, be it on detection, mitigation, 

prevention, or graceful degradation. Further, we survey 

the different approaches and tools adopted to implement 

the revised solutions. Finally, we also highlight possible 

future research directions to address DoS/DDoS attacks 

in SDNs [21]. 

Distributed denial-of-service (DDoS) is a rapidly 

growing problem. The multitude and variety of both the 

attacks and the defense approaches is overwhelming. 

This paper [6] presents two taxonomies for classifying 

attacks and defenses, and thus provides researchers with 

a better understanding of the problem and the current 

solution space. The attack classification criteria was 

selected to highlight commonalities and important 

features of attack strategies, that define challenges and 

dictate the design of countermeasures. The defense 

taxonomy classifies the body of existing DDoS defenses 

based on their design decisions; it then shows how these 

decisions dictate the advantages and deficiencies of 

proposed solutions [4, 23]. 

 

3. METHODOLOGY 

 

i) Proposed Work: 

 

The proposed system for DDoS attack detection offers 

a more comprehensive approach, moving beyond just 

recognizing attack patterns [20]. Instead, we consider 

the bigger picture by assessing the accessibility and 

impact of widely available attack tools. This broader 
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perspective helps improve our understanding of 

cybersecurity threats and enables the development of 

more effective defenses. The system is adaptable to 

changing threats, avoiding a narrow focus on specific 

attack types. In an effort to enhance performance, we 

integrated advanced ensemble models into the project, 

including a Voting Classifier combining RandomForest 

and DecisionTree, as well as a Stacking Classifier with 

RandomForest and DecisionTree as base learners [20]. 

This ensemble approach aims to improve cyberbullying 

detection accuracy. Additionally, a user-friendly Flask 

framework with SQLite was implemented for secure 

signup and signin, facilitating user testing by providing 

input and obtaining results. These extensions not only 

diversify model architectures for heightened accuracy 

but also streamline user interactions, contributing to the 

project's robustness and practical usability. 

 

ii) System Architecture: 
 

The system architecture begins with data preparation, 

utilizing the NSL-KDD [13] and NBOT-IOT datasets. 

Feature selection follows, optimizing the data for 

efficient analysis. Subsequently, three classifiers are 

employed: MLP with diverse optimization techniques 

(SGD, LBFGS, Adam), Extension Stacking Classifier, 

and Extension Voting Classifier. These classifiers 

collectively enhance prediction accuracy. The 

comprehensive architecture ensures robust analysis and 

prediction, making it a versatile and effective system for 

identifying and countering DDoS attacks in network 

security. 

 

 
                 Fig :1 system architecture 

 

iii) Dataset collection: 

 

A. NSL-KDD Dataset: 

 

The NSL-KDD dataset is a benchmark dataset widely 

used for evaluating intrusion detection systems. It is an 

improved version of the original KDD Cup 99 dataset, 

addressing its limitations. NSL-KDD offers a diverse set 

of network traffic data, including normal and various 

types of attacks, making it suitable for training and 

testing machine learning models in the field of 

cybersecurity [13]. 

 

B. NBOT-IOT Dataset: 

 

The NBOT-IOT dataset focuses on network behavior 

analysis for the Internet of Things (IoT). It comprises 

data generated by various IoT devices, providing 

insights into the communication patterns and potential 

threats within IoT networks. This dataset is essential for 

developing machine learning models tailored to detect 

anomalies and potential cyber threats specific to IoT 

environments. 

 

 
 

Fig : 2 NSL KDD dataset 

 

iv) Data Processing: 

 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 

documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and facilitate 

decision-making. This enables businesses to improve 

their operations and make timely strategic decisions. 

Automated data processing solutions, such as computer 

software programming, play a significant role in this. It 

can help turn large amounts of data, including big data, 

into meaningful insights for quality management and 

decision-making. 
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v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to use in 

model construction. Methodically reducing the size of 

datasets is important as the size and variety of datasets 

continue to grow. The main goal of feature selection is 

to improve the performance of a predictive model and 

reduce the computational cost of modeling. 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the most 

important features to input in machine learning 

algorithms. Feature selection techniques are employed to 

reduce the number of input variables by eliminating 

redundant or irrelevant features and narrowing down the 

set of features to those most relevant to the machine 

learning model. The main benefits of performing feature 

selection in advance, rather than letting the machine 

learning model figure out which features are most 

important. 

 
vi) Algorithms: 

 

In the project, the Multilayer Perceptron (MLP) 

with the Stochastic Gradient Descent (SGD) 

optimization algorithm is utilized for its effectiveness in 

training neural networks. SGD is a variant of gradient 

descent that randomly selects a subset of training 

samples, or a batch, for each iteration, making it 

computationally efficient. The combination of MLP and 

SGD is well-suited for this project as it efficiently learns 

and adapts to complex patterns in the NSL-KDD and 

NBOT-IOT datasets, providing a robust foundation for 

DDoS attack detection through its ability to navigate 

high-dimensional feature spaces [20]. 

 

A. MLP-SGD : 

 

From sklearn.neural-network import MLPClassifier 

#instantate the model  

Clf=MLPClassifier(solver=’sgd’) 

#fit the model 

Clf.fit(x_train , y_train) 

#predict the target value from the model of samples 

Y_hat=clf.predict(x_test) 

 

B. MLP  COMBINED WITH Limited-memory   

Broyden-Fletcher-Goldfarb-Shanno (lbfgs): 

 

Limited-memory Broyden-Fletcher-Goldfarb-Shanno 

(lbfgs) is a quasi-Newton optimization algorithm 

designed for unconstrained optimization problems. lbfgs 

belongs to the family of quasi-Newton methods, which 

aim to find the minimum of a function without explicitly 

computing its derivatives. lbfgs maintains an 

approximation of the inverse Hessian matrix to 

iteratively update the model parameters. It is particularly 

effective in scenarios where the dataset is not extremely 

large, and the model has a moderate number of 

parameters. For THIS project, if the dataset is of 

moderate size and the model has a reasonable number of 

parameters, lbfgs could be a suitable choice. It tends to 

converge faster than some other optimization 

algorithms, especially in scenarios where the data fits 

well into memory. 

 

From sklearn.neural_network importMLPClassifier 

Clf=MLPClassifier (solve=’lbfs’) 

#fit the model  

Clf.fit(x_train , y_train ) 

#predict the target value from the samples 

y_hat =clf.predict(x-test) 

 

C. MLP - Adam: 

 

Adam (Adaptive Moment Estimation) is an adaptive 

learning rate optimization algorithm that combines 

elements from both momentum and RMSprop. It adapts 

the learning rates of each parameter individually based 

on their past gradients, making it well-suited for 

scenarios with sparse gradients or noisy data. Adam is 

known for its efficiency and is often the default choice 

for many deep learning tasks. It includes mechanisms to 

control both the step size and the exponential decay of 

past gradients [21]. 

 

Clf=MLPClassifier(solver=’adam’) 

Clf.fit(x_train , y_train ) 

Y_hat =clf.predict (x_test) 

 

D. Stacking Classifier : 

The Stacking Classifier combines predictions from 

base classifiers like Random Forest and Decision Tree, 

using a final estimator (LGBMClassifier). By leveraging 

diverse classifiers, it enhances accuracy and robustness 

against evolving DDoS attacks, making it well-suited for 

the project's network security goals. 

from sklearn tree import DecisionTreeClassifier 

from lioghgbn import LBMClassifier 

From sklearn.ensemble import StackingClassifier 

Estimators 

=[(‘rf’,forest),(‘dt’,DecisionTreeClassifier(random_state

=1))] 

Clf1=stackingClassifier(estimators,final_estator= 

LGBClassifier(n_estators=10)) 

Clf1.fit(x-Train,y_Train) 

Y_pred=clf1.predict(x_test) 

 

E. Voting Classifier : 

The Voting Classifier combines predictions from a 

GridSearchCV-optimized Random Forest Classifier and 

a Decision Tree Classifier using a "soft" voting 

mechanism. This ensemble approach enhances 

predictive performance by considering weighted 

http://www.ijsrem.com/
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averages of class probabilities, making it valuable for 

DDoS attack detection. Leveraging diverse classifiers 

strengthens defense against a range of cyber threats, 

ensuring a more resilient and effective security strategy. 

 

fromsklearn.ensemble import RandomForestClassifier, 

VotingClassifier, AdaBoostClassifier  

from sklearn.tree import DecisionTreeClassifier rfc = 

RandomForestClassifier() parameters = { 

“n_estimators”: [25], “max_depth" :[20] from 

sklearn.model_selection import GridSearchCV forest = 

GridSearchCV(rfc, parameters, cv=10) clf2 = 

DecisionTreeClassifier(random_state=100) eclf1 = 

VotingClassifier(estimators=[(‘rf-parameter’, forest), 

("dt', clf2)], voting='soft") eclf1.fit(X_train, y_train) 

y_pred = eclf1.predict(X_test) 

 

4.EXPERIMENTAL RESULTS : 

Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones classified 

as positives. Thus, the formula to calculate the precision 

is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 
 

Fig 6 Precision comparison graph 

 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly 

predicted positive observations to the total actual 

positives, providing insights into a model's completeness 

in capturing instances of a given class. 

 

Recall = TP/TP+FN 

 

 
 

Fig 7  Recall comparison graph 

 

 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the overall 

correctness of a model's predictions . 

 

Accuracy = TP + TN/TP+FP+TN+FN 

 

  
 

Fig 8 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

F1 Score = 2*recall x precision/recall+precision *100 

 

 
 

Fig 9 F1Score 
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Preformance Evaluation : 

 

 
 

Fig 10 Performance Evaluation 

 

5 .CONCLUSION 

 

The project significantly contributes to cybersecurity 

by developing advanced techniques for detecting and 

mitigating Distributed Denial of Service (DDoS) attacks, 

bolstering the resilience of computer networks [16, 17]. 

Through thorough exploration of diverse datasets 

(KDD-CUP and NBOT-IOT), valuable insights into 

network traffic characteristics and potential attack 

patterns were gained, providing a foundation for 

effective model development. The evaluation of Multi-

Layer Perceptron (MLP) [21] models with different 

optimizers, including SGD, lbfgs, and adam, identified 

the most effective approach for DDoS attack detection, 

contributing to the robustness of cybersecurity measures. 

And also added voting and stacking classifiers, 

combining predictions from multiple models, showcase 

innovation. This approach enhances prediction accuracy 

and resilience against diverse cyber threats. The 

integration of a Flask framework with SQLite for user 

signup and signin, coupled with a user-friendly front-

end, ensures practical applicability. Users can 

conveniently provide input, witness predictions, and 

interact with the system, enhancing real-world usability. 

 

6 .FUTURE SCOPE 

 

Future advancements in machine learning can be 

integrated into the project to enhance the accuracy and 

efficiency of DDoS attack detection [21]. Exploring and 

implementing state-of-the-art algorithms and models 

may further strengthen the system's ability to adapt to 

evolving cyber threats. The project's future scope 

includes the development of real-time detection 

mechanisms and responsive strategies. Integrating 

technologies that enable swift identification and 

mitigation of DDoS attacks as they occur will be crucial 

for minimizing the impact of such threats on network 

resources [23]. Incorporating advanced behavioral 

analysis techniques can contribute to the project's future 

development. By studying the normal behavior of 

networks and devices, the system can more effectively 

identify anomalies associated with DDoS attacks, 

enabling a proactive approach to cybersecurity. As 

networks and cyber threats continue to evolve, the 

project's future scope involves ensuring scalability and 

adaptability. Designing the system to handle larger 

datasets, diverse attack patterns, and emerging 

technologies will be essential to maintain its 

effectiveness in the ever-changing landscape of 

cybersecurity. 
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