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Abstract - Food adulteration refers to the addition of 

artificial or poor-quality substances to a food product. Since 

the start of mankind, food adulteration has been a problem that 

artificial intelligence has successfully detected. In addition to 

lowering food quality, it also has several adverse health 

consequences. Two spices that are often used in the food 

industry are cumin and fennel, although they can be 

adulterated. Using deep learning, this research established a 

convolutional neural network (CNN) architecture that can 

identify between a food product and additional adulterants. 

This technique accurately detects 95.5% adulteration in cumin 

and fennel seeds. 
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1. INTRODUCTION 

 
Food product adulteration has adverse effects on 

consumers' health and the economy. It creates mistrust between 

customers and vendors. Food adulteration is the practice of 

adding illegal or unlisted external substances into a food 

product in order to decrease the quality of the food. Non- 

permitted colors are the most frequent adulterants. These 

contaminated food items can also result in gastrointestinal 

issues, cancer, anemia, brain damage, paralysis, and a host of 

other medical problems. It is related to food-borne illnesses. 

Adulteration and food fraud are widespread in nations with 

weak legal oversight and no sufficient power to oversee the 

quality of food goods. Therefore, having a simple and 

inexpensive approach to identify these food frauds will be 

beneficial. While there are various methods for identifying 

adulterants in food, none of them can ever be used to properly 

certify that a product is free of contamination because they 

depend on the adulterant or method of replacement being 

known. Standard practices currently rely on manual visual 

inspection or chemical and physical inspection of the food 

goods to detect adulteration. e.g., chemo metrics, spectroscopic 

approaches, conventional optical microscopy, figure-printing 

techniques, and other screening tools. These processes can be 

costly and time-consuming, which raises the price of high- 

quality goods. 

To identify food adulteration, this paper proposes an 

alternative method. This study looks into the possible 

advantages of employing deep learning algorithms [1] and 

image processing to identify adulterated spices. It will help 

make the food product less expensive and considerably cut 

down on the amount of time needed to find adulteration. My 

research is to provide a system for anticipating, identifying, 

and reacting to food adulteration that has legal or commercial 

motivations. In order to categories the quality control, or lack 

thereof, of cumin seeds, this research first uncovers the scope 

of commercially and socially inspired food adulteration before 

examining the existing techniques used to trace the occurrence 

of known adulterants. 

1.1 Cumin Seeds: 

The dried seed of the Cuminum cyminum plant, (as 

shown in Fig. 1) which is a member of the Apiaceae family, is 

where cumin seeds are derived. Because of their flavor and 

aroma, this yellowish-brown substance is utilized as a spice in 

meals. Cumin seeds have an infinite number of applications. 

These are also widely utilized in conventional treatments for 

cholesterol improvement, immune system enhancement, 

respiratory disease treatment, and aid in digestion. In addition 

to having antiviral and antibacterial characteristics, cumin 

seeds are a good source of iron. To manufacture cumin 

powder, cumin seeds are also crushed. In India, Pakistan, 

Bangladesh, and Middle Eastern nations, where people 

typically like spicier food, cumin is most commonly used. 

One of the popular spices used in India and other parts 

of the world is cumin. Around 73% of the cumin consumed 

worldwide each year is produced in India. India exported 

cumin seeds worth INR 19.6 billion in 2016–17 [2]. Given the 

high cost of growing and exporting cumin seeds, buyers and 

exporters must examine the quality of the product or cumin 

seeds. If consumable products are adulterated, exporters, 

buyers, and even consumers could suffer significant financial 

losses and substantial health hazards. The reputation of a 

nation on the global trading market can also be damaged by 

food fraud of any type. 
1.2 Fennel Seeds: 

The most typical adulterants used to drug cumin seeds 

are fennel seeds (Foeniculum vulgare) [3]. To deceive the 

purchasers and cut the price of the seeds, fennel seeds—which 

are typically coated and dyed with other substances—are 

combined with cumin seeds [4]. Such adulteration seriously 

endangers the public's health. Manual visual inspection can be 

used to quickly find adulteration in cumin seeds. When fennel 

seeds are mixed with cumin seeds, the fennel seeds will be 

shorter and lighter in color (as shown in Fig.1). A machine that 

could distinguish fennel seeds from cumin seeds would be of 

great use for both consumers and buyers. Given that the visual 

inspection method is the most effective at identifying 

adulteration in cumin seeds, we suggest a similar strategy by 

utilizing an algorithm to visually separate cumin seeds from 
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fennel seeds to help with the more in-depth inspection to 

identify food fraud. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig -1: Digital images of Cumin seeds (left) and their 

adulterant Fennel seeds (right). 
 

Fig -2: Thermal images of Cumin seeds (left) and their 

adulterant Fennel seeds (right). 

2. LITERATURE REVIEW 

 
Amanda Beatriz Sales de Lima [5] proposes a method 

for detecting non-targeted and targeted adulteration in black 

pepper and cumin powder by the addition of starch cassava and 

maize flour (5%–50%) using NIRs connected to chemo metric 

models. In contrast to samples of black pepper, the created 

non-targeted models suggested that chewing was easier to 

identify in samples of cumin. This model worked well for the 

two spices of identifying the sort of adulterant. For black 

pepper and cumin, respectively, a substantial proportion of 

contaminated samples were found (62% and 79%). 

 

Noor Fatima [6] developed a convolutional neural 

network system that uses transfer learning to distinguish 

between a food product and additional adulterants. They used 

the concept of the Inception algorithm to discover the 

adulteration in the coffee, cinnamon, and cumin. According to 

their findings, the newly created model was able to quickly and 

accurately evaluate different spices, nuts, and beverages. 

 

V.Ponnusamy [8] proposed a solution to the issue of 

food grain adulteration by using deep learning-based thermal 

image processing techniques on thermal image samples of 

different varieties of rice and paddy grains. When it comes to 

the identification and treatment of impurities, rice and paddy, 

two of India's basic foods, are of the utmost importance. The 

proposed methodology achieves the objective of adulteration 

detection with a 95% accuracy in distinguishing between pure 

and impure grain images. 

 

Abdullah [17] proposes an ML model based on image 

processing and transfer learning to discriminate between 

cumin, fennel, and carom. For training and testing purposes, a 

dataset of 360 photos from each class was constructed. 

Because they are all members of the same family and have a 

similar appearance, cumin, fennel, and carom seeds are 

sometimes mistaken for one another. Seeds of various kinds 

can be identified and categorized by this method. 

 

3. PROPOSED SYSTEM 
 

Using Fluke thermal imager equipment, thermal 

images of cumin and fennel samples were captured and kept in 

an insulation chamber made of wood—a good heat insulator— 

to prevent the image from being impacted by thermal radiation 

from the surroundings. Fennel and cumin seeds were kept in 

both hot and cold conditions for collecting the samples. 

Camera settings were used to take images in the is2, jpg, and 

bmp file formats. Cumin and fennel seeds samples of 300 

thermal images were captured and gathered. For training 200 

images were given. For testing 100 images were given and 100 

images were used for validation. In the spices industry, fennel 

and cumin seeds are frequently used, that are contaminated 

with substances like sand, sawdust, or starch. In this paper, 

fennel and cumin adulteration can be found using a 

Convolutional Neural Network (CNN) method. The deep 

learning algorithm known as CNN is frequently applied for 

image classification. 

Finally, 300 images representing the three classes of 

cumin, fennel, and mixed (adulterant) seeds were collected. 

The first step is to reduce all the images to 240×240 in the pre- 

processing phase. To boost several photos, image enhancement 

was performed. Things like flipping and rotating the existing 

image make it possible to generate training data that is more 

diverse and can improve the model's ability to generalize while 

being trained. The two primary parts of an average image 

classification task are feature extraction from the images and 

classification [13]. 

Utilizing Inception V3 [16], the model extracted 

features. By altering the Inception designs from past versions, 

Inception v3's main objective is to use less computational 

power. Through the incorporation of an output layer for 

classification that is flattened and dense after the pre-trained 

architecture. After that, a few layers were added and trained 

using the features that were extracted from the image. 

Followed by adding a flattened layer, which turns the output of 

the layer preceding it into a vector. The next layer is dense, 

consisting of 1024 neurons, and it has rectified linear units 

(ReLU) that serve as activation units. The last step is to design 

an output layer with a softmax or sigmoid function, based on 

Christian Szegedy [16] proposes strategies to scale up 

networks to make the most of the additional computation 

through appropriately factorized convolutions and aggressive 

regularization. They compare their techniques to the state of 

the art using the ILSVRC 2012 classification challenge 

validation set and show significant improvements: For single 

frame evaluation, a network with a computational cost of 5 

billion multiply-adds per inference and fewer than 25 million 

parameters produced errors of 21.2% top-1 and 5.6% top-5. 

We report a 3.5% top-5 error on the validation set (3.6% error 

on the test set) and a 17.3% top-1 error using an ensemble of 4 

models with multi-crop evaluation. 
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the number of classes in the classification [18]. These interpret 

the result as a forecast between the categories. Each image 

received a scalar value after being passed across the network. 

Because of the pre-trained weight, the model produced the 

results in 8 epochs. 
 

Fig -3: Block diagram 

3a. Data Gathering: The initial phase is gathering a sizable 

dataset of thermal pictures of fennel and cumin seeds (as 

shown in Fig. 3) both from authentic and tampered samples. 

Various lighting conditions, angles, and seed sizes should be 

present in the dataset to ensure diversity. 

3b. Data Preprocessing: Thermal images must be 

preprocessed after the dataset is gathered to get rid of any noise 

or artifacts. By scaling the images to a fixed size, making them 

gray scale, and using noise-reduction filters, this can be 

accomplished. 

3c. Feature Extraction: Features are taken out of the pre- 

processed thermal input photos in this step. Automatic feature 

extraction can be done with Convolutional Neural Networks 

(CNN). Convolutional layers that are followed by pooling 

layers make up the CNN architecture, which can learn from the 

input image properties like edges, textures, and patterns. 

3d. Convolutional Neural Network (CNN): To extract and 

learn features from the input images, design CNN architecture 

with numerous convolutional layers, pooling layers, and fully 

connected layers. 

3e. Training model: Training a deep learning model with the 

obtained features comes next after feature extraction. Using 

supervised learning, the model can be instructed to distinguish 

between original and fake fennel and cumin seeds using the 

features that were taken from the input thermal images. 

3f. Validation and Testing: To determine the trained model's 

performance, it must be put to the test on a different collection 

of images. Users can also upload thermal images of cumin and 

fennel seeds to evaluate the validity of adulteration. 

 

4. CONVOLUTIONAL NEURAL NETWORK 

[CNN] 
 

4a. Input Layer: The network's input layer is where the 

network receives the preprocessed thermal image of the seeds. 

The input layer must be the same size and shape as the 

previously processed image (as shown in Fig. 4). 

4b. Convolutional Layers: The brain of the CNN algorithm 

(as shown in Fig. 5) is the Convolutional Layers. These layers 

are used to extract the most crucial details from the source 

image. To do this, a set of filters that recognize patterns like 

edges, corners, and forms are applied to the input thermal 

image. 
 

 
Fig -4: Convolutional layers 

 

 

Fig -5: Architecture of CNN 
 

4c. ReLU Layers: The output of the Convolutional Layers is 

subjected to a non-linear activation function called the 

Rectified Linear Unit (ReLU) Layer. The ReLU Layer 

contributes to the network's introduction of non-linearity, 

which is crucial for detecting intricate patterns in the input 

data. 

4d. Pooling Layers: The output from the ReLU Layers is 

reduced in dimension by the employment of the Pooling 

Layers. This is accomplished by taking the highest or average 

value of a tiny portion of the output. Pooling Layers assist in 

lowering the amount of parameters in the network, making it 

less susceptible to over fitting. 

4e. Flatten Layer: The output from the Pooling Layers is 

transformed into a one-dimensional vector using the Flatten 

Layer. This is required since most classifiers require a one- 

dimensional input, but the output from the Pooling Layers is 

still in the form of a 2D matrix. 

4f. Fully Connected Layers: Based on the features gleaned 

from the input image, the Fully Connected Layers are used to 

generate the final predictions. The output from the preceding 

layer is flattened by the Fully Connected Layers, who then add 

a set of weights to it. These weights are learned by the network 

during its training phase. 

4g. Output Layer: The output layer, the last layer in the 

network, is responsible for producing the final predictions. The 

number of classes in the problem determines how many nodes 

there are in the output layer. For instance, there would be two 
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nodes in the Output Layer, one for each class, if we were 

looking for adulteration in cumin and fennel seeds. 

 

5. INCEPTION-V3 ARCHITECTURE 
A convolutional neural network with 48 layers deep is 

called Inception-v3. The ImageNet database contains a pre- 

trained version of the network that has been trained on more 

than a million pictures. The pre-trained network can categorize 

photos into 1000 object categories, including several animals, a 

keyboard, a mouse, and a pencil. The network has therefore 

acquired rich feature representations for a variety of images. 

The size of the network's picture input is 299 by 299 pixels. 

For further MATLAB® pre-trained networks. Convolutional 

neural network design from the Inception family, Inception-v3, 

provides several enhancements, employing Label Smoothing 

among them. I use categorize to classify new images using the 

Inception-v3 model. The inception V3 architecture (shown in 

Fig. 6) has 48 layers in total, which is slightly higher than the 

inception V1 and V2 models. But this model's effectiveness is 

truly astounding. 
 

Fig -6: Inception V3 architecture 

6. HARDWARE AND SOFTWARE SETUP 
 

6.1 : Hardware Setup: 

The hardware part of the system consists of the 

Thermal Image Capture and the insulated chamber inside 

which the food items that are to be validated are placed. 
 

Fig -7: Hardware Setup (Camera is set upon the insulated 

chamber) 

6.1.1 : The Insulation Chamber: 

thermocol to prevent the heat from within the chamber from 

escaping into the environment. It is then coated with a layer of 

black paint so that the image captured can be viewed in high 

quality due to the clear background the black color offers. This 

black layer of paint also acts as a good thermal absorber, which 

gives the images an even better quality. 

6.1.2 : Thermal Camera: 

Many different things can be done with thermal 

imaging cameras, (as shown in Fig. 8) often known as heat 

sensor cameras or thermal imaging guns. To get varied 

temperature distributions of thermal imaging for food matrices, 

chemical, or biological materials, it is necessary to take into 

account the fact that the emissivity of the substance is 

temperature-dependent. A portable camera equipped with an 

image processing system typically provided by the 

manufacturer that can record both RGB and thermal pictures 

serves as the basis of the thermography equipment. Typically, 

thermal imaging cameras produce images with a resolution of 

between 320 x 240 pixels and 1280 x 960 pixels, assess 

temperature with great accuracy (up to 1200 °C), and have a 

spectral range in the far-infrared spectrum between 7.5 μm and 

13 μm. 
 

Fig -8: Images of Thermal Camera 
 

6.1.3 : Hardware description:- 

⦿ Laptop - MSI RAIDER GE77. 

⦿ Insulation chamber. 

⦿ Fluke TiX580. 

 

6.2 : Software setup: 

The software part of the project consists of the 

SmartView® Software and MATLAB libraries to implement 

the CNN algorithm. The images can be viewed, analyzed, and 

edited in the SmartView® Software to produce a large dataset 

from just a few captured images. This dataset is then divided 

into Training, Testing, and Validation data for the Neural 

Network to be analyzed. 

 
6.2.1 : SmartView® Software: 

SmartView (shown in Fig. 9) is a powerful, yet easy- 

to-use, analysis and reporting software provided for exclusive 

use in Fluke Thermal Imagers. This software is a modular suite 

of tools that views, optimizes, and analyses infrared (IR) 

images and visible light control images. It also generates fully 

customizable, detailed, and professional-looking reports 

containing important image data in a few easy steps. 
 

The software is easy to use for maintenance and 

building professionals yet delivers the performance specialized 
The chamber is made of wood, (shown in Fig. 7) 

which is a good insulator of heat and does not allow the image 

to be influenced by thermal radiation from the surroundings. Its 

dimensions are 30 cm x 30 cm x 25 cm in length, breadth, and 

height respectively. The inner layer is further padded with 

thermographs   require   for   advanced   analysis.   SmartView, 
together with the thermal imager, helps in transferring the 

thermo graphic images to a computer and efficiently managing 

them. 
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Fig -9: SmartView® Software 

 

6.2.2 : Software description:- 

⦿ Smart View® Software. 

⦿ MATLAB (R2021a), 64-bit (win64) 

Libraries files in MATLAB: 

• Image processing toolbox. 

• Deep learning Toolbox for inception V3 

architecture. 

• Computer vision toolbox. 

 

7. RESULT AND DISCUSSION 
Regarding cumin seeds, we have achieved an 

accuracy rate of 95.5%. In Fig. 10 and in Fig.11, the accuracy 

and losses have been displayed. The accuracy levels depend on 

the quantity of samples offered. The final classification output 

is obtained (as shown in Fig.12). 

 

Fig -10: Accuracy plots of cumin seeds 
 

Fig -11: Loss plots of cumin seeds 

7a. Sensitivity:- 

The model's sensitivity measures how well it can 

recognize instances of the positive class. 
 

7b. Specificity:- 

The model's specificity is a metric for how well it can 

recognize instances of the negative class. 
 

 
7c. Accuracy: - 

The model's performance across all classes is 

described by its accuracy metric. When every class is equally 

important, it is useful. It is determined as the ratio of the 

number of accurate predictions to all predictions. 
 

 
 

7d. Precision:- 

The ratio of correctly identified Positive samples to all 

Positive samples (both correctly and wrongly classified) is 

used to compute the precision. The precision measures how 

accurately a sample is classified as positive by the model. 
 

 

 

Fig -12: Classification Output (Adulterant seeds) 

 

Sensitivity, specificity, accuracy, and precision 

values of the examined picture are determined and obtained (as 

shown in Fig. 13). 
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by employing an innovative approach based on Convolutional 

Neural Networks [CNN] and deep learning. 

 

9. FUTURE SCOPE 
 

 

 

 

 

 
Fig -13: Accuracy and precision values of tested image 

 

In the modern era, it is common practice for vendors 

and suppliers of foods and spices to adulterate them with 

hazardous imitators to increase their profits at the expense of 

endangering the health of their customers. Food authenticity is 

therefore a serious problem about food fraud. Such occurrences 

have increased as a result of easy access to food ingredients 

and the industry's push to produce food products at lower costs. 

However, the development of numerous techniques for 

identifying adulterants in food, including physical, biological, 

chemical, immunological, and molecular approaches, has been 

facilitated by awareness of food standards and regulations. For 

the detection of biological food adulterants, molecular methods 

are favored, whereas physical and biochemical methods are 

Considering our future scope, we would like to extend 

our work by cascading two or more architectures, which would 

require much more collection of data samples and more 

complex algorithms using deep learning for good accurate 

prediction. More robust and unconventional Feature-based 

distant domain transfer learning [19] can be leveraged in the 

future to make systems more efficient. 
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