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ABSTRACT 

The Deepfake Detector is a novel application designed to enhance digital media integrity by identifying manipulated 

videos. This       project centers on the creation and deployment of an advanced system that continuously analyzes uploaded 

video content to detect deepfakes. The system employs a deep learning model trained on real and fake video data, utilizing 

facial recognition and temporal analysis techniques. If a video is determined to be manipulated, the system informs the 

user with a confidence score and visual indicators, mitigating potential risks associated with deceptive media. The project 

also integrates with a user-friendly web interface and leverages Firebase for secure user authentication, ensuring 

accessibility and data protection. Furthermore, the system is engineered for efficient processing and ease of use, offering 

a practical solution for individuals and organizations concerned about the authenticity of video content. By improving the 

detection of manipulated media, this application represents a significant step toward ensuring trust in digital information. 
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INTRODUCTION 

 

The Deepfake Detector application is a crucial tool developed to address the growing concern of manipulated media, 

specifically deepfake videos, and their potential for misinformation and deception. It tackles the critical challenge of 

discerning authentic video content from synthetic or altered footage, a task becoming increasingly difficult with 

advancements in artificial intelligence. By providing a means to analyze video integrity, this application aims to mitigate 

the risks associated with deepfakes, contributing to a more trustworthy digital environment. 

 

Manipulated videos can have severe consequences, ranging from the spread of false narratives and reputational damage 

to influencing public opinion and even inciting social unrest. The ability to accurately identify deepfakes is therefore 

paramount in safeguarding information integrity and preventing malicious use. This application offers a technical 

solution to this challenge by employing sophisticated deep learning techniques to analyze video content for subtle signs 

of manipulation that are often imperceptible to the human eye. 

 

The proposed Deepfake Detector project leverages state-of-the-art artificial intelligence and web technologies to deliver 

a user-friendly and effective solution. At its core, it utilizes a deep learning model, trained on a vast dataset of both real 

and manipulated videos, to identify telltale patterns indicative of deepfake creation. The backend of the application is 

built using the Django framework in Python, providing a robust and scalable platform for handling video uploads, 

processing, and managing user interactions. The system integrates with Firebase for secure user authentication and data 

management, ensuring a reliable and scalable infrastructure. 

 

To make the detection process accessible, a web-based interface allows users to easily upload videos for analysis. The 

application then processes the video using the trained deep learning model and presents the results, indicating the 

likelihood of the video being a deepfake along with a confidence score and potentially visual cues highlighting detected 

anomalies. This intuitive interface empowers users, regardless of their technical expertise, to assess the authenticity of 

video content. 

 

Beyond its immediate functionality, this Deepfake Detector project aligns with the increasing need for tools that can 

verify the authenticity of digital media in an era of widespread information sharing. By providing a technological means 

to combat the proliferation of deepfakes, it contributes to building a more resilient and trustworthy information 

http://www.ijsrem.com/


         
           International Journal of Scientific Research in Engineering and Management (IJSREM) 
                 Volume: 09 Issue: 05 | May - 2025                              SJIF Rating: 8.586                                      ISSN: 2582-3930                                                                                             

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM47643                                               |        Page 2 
 

ecosystem. As deepfake technology continues to evolve, the development and deployment of robust detection systems 

like this become ever more critical in maintaining the integrity of our digital world. This project aims to deliver an 

accurate, scalable, and user-friendly deepfake detection solution leveraging cutting-edge AI and web technologies. 

LITERATURE SURVEY 

 

Authors Year Title Method Used Results Remarks 

Afchar et 

al. [1] 
2018 

MesoNet: A Compact 

Facial Video Forgery 

Detection Network 

Shallow CNN 

(Meso-4, 

MesoInception-4) 

95% accuracy on 

FaceForensics 

First lightweight 

CNN for deepfake 

detection 

Rössler et 

al. [2] 
2019 

FaceForensics++: 

Learning to Detect 

Manipulated Facial 

Images 

XceptionNet 
91.3% accuracy on 

FaceForensics++ 

Created 

benchmark 

dataset 

Li et al. [3] 2020 

Face X-ray for More 

General Deepfake 

Detection 

Blending 

boundary 

detection 

Detects 90% of 

unseen 

manipulations 

Generalizable 

approach 

Nguyen et 

al. [4] 
2019 

Capsule-Forensics: Using 

Capsule Networks to 

Detect Forged Images 

Capsule Networks 

5–10% 

improvement over 

CNNs 

Better at spatial 

relationships 

Dang et al. 

[5] 
2020 

Deep Learning Based 

Deepfake Detection with 

Feature 

CNN + Facial 

landmarks 

Robust to 

compression (JPEG, 

resizing) 

Uses geometric 

consistency 

Guarnera 

et al. [6] 
2020 

DeepFake Detection by 

Analyzing Convolutional 

Traces 

CNN fingerprint 

analysis 

Detects GAN 

artifacts in 

frequency domain 

Works on 

multiple GANs 

Chintha et 

al. [7] 
2020 

Recurrent Convolutional 

Strategies for Face 

Manipulation Detection in 

Videos 

RNN + CNN 
93% video-level 

accuracy 

Captures 

temporal patterns 

Yang et al. 

[8] 
2021 

FakeCatcher: Detection of 

Synthetic Portrait Videos 

using Biological Signals 

PPG (blood flow 

signals) 

96% accuracy on 

Celeb-DF 

Physiological 

approach 

Coccomini 

et al. [9] 
2022 

Combining EfficientNet 

and Vision Transformers 

for Deepfake Detection 

EfficientNet + ViT 
98.1% accuracy on 

DFDC 

Hybrid 

architecture 

Wang et al. 

[10] 
2021 

Multi-attentional 

Deepfake Detection 

Attention 

mechanisms 

Localizes 

manipulation 

regions 

Explainable AI 

Haliassos et 

al. [11] 
2021 

Lips Don't Lie: A 

Generalisable and Robust 

Approach to Face Forgery 

Detection 

Lip-sync analysis 

94% accuracy on 

audio-visual 

mismatches 

Focuses on 

speech-visual 

inconsistency 

Amerini et 

al. [12] 
2021 

Temporal Inconsistencies 

Detection through 3D 

CNN for Deepfake Video 

Detection 

3D CNN 
89% video-level 

accuracy 

Temporal 

modeling 

Matern et 2019 Exploiting Visual Artifacts Visual artifact 88% accuracy on Manual feature-

http://www.ijsrem.com/


         
           International Journal of Scientific Research in Engineering and Management (IJSREM) 
                 Volume: 09 Issue: 05 | May - 2025                              SJIF Rating: 8.586                                      ISSN: 2582-3930                                                                                             

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM47643                                               |        Page 3 
 

Authors Year Title Method Used Results Remarks 

al. [13] to Expose Deepfakes and 

Face Manipulations 

analysis eye blinking, teeth 

artifacts 

based 

Zi et al. [14] 2020 

Additive Angular Margin 

Loss for Deepfake 

Detection 

ArcFace loss 

5% improvement in 

discriminative 

power 

Metric learning 

Dolhansky 

et al. [15] 
2020 

The Deepfake Detection 

Challenge (DFDC) Dataset 

Benchmark 

dataset 
100K+ videos 

Large-scale 

evaluation 

Sabir et al. 

[16] 
2019 

Recurrent Convolutional 

Models for Deepfake 

Detection 

LSTM + CNN 

91% temporal 

consistency 

detection 

Sequential 

analysis 

Li & Lyu 

[17] 
2019 

Exposing Deepfake Videos 

by Detecting Face 

Warping Artifacts 

Face warping 

detection 

87% accuracy on 

early deepfakes 

First warping 

artifact method 

Huang et al. 

[18] 
2022 

Self-Supervised Learning 

for Deepfake Detection 

Contrastive 

learning 

Reduces need for 

labeled data by 50% 

Unsupervised 

approach 

Jiang et al. 

[19] 
2020 

Deferred Neural 

Rendering for Deepfake 

Detection 

Neural rendering 

analysis 

Detects 92% of 

neural rendering 

flaws 

Focuses on GAN 

rendering 

Qian et al. 

[20] 
2020 

Thinking in Frequency: 

Face Forgery Detection by 

Mining Frequency-aware 

Clues 

DCT/FFT analysis 

Robust to 

compression (90% 

accuracy) 

Frequency 

domain 

 

OBJECTIVE 

The primary objectives of this project are to develop a robust system capable of accurately detecting deepfake videos, 

particularly those involving facial manipulations, by leveraging deep learning techniques; to provide a user-friendly web 

application that allows users to easily upload and analyze videos for potential deepfake content; and to integrate Firebase 

for secure user authentication and management, ensuring a reliable and accessible platform for combating the spread of 

manipulated media. 

 

                                                                            RESEARCH & METHODOLOGY 

 

The Deepfake Detection Android Application project aims to offer an accessible, efficient, and real-time solution for 

identifying manipulated video content using artificial intelligence. The research focuses on the integration of free and 

reliable technologies including AI/ML APIs, React Native for cross-platform development, Firebase for backend 

operations, and Flask for handling API requests and user uploads. This project addresses growing concerns around 

deepfake media by offering an intuitive, user-friendly platform for content verification. 

 

The core methodology revolves around integrating the Deepware Scanner API for detecting face-swapped deepfake 

videos. Users can upload video files in various formats (MP4, AVI, MOV, etc.) via the React Native-based Android 

application. The app supports Firebase Authentication for secure user login and Firebase Storage for temporary video 

file uploads. Once uploaded, the app triggers a request to the Flask backend, which fetches the video from Firebase 

Storage and passes it to the Deepware Scanner API for analysis. 

 

The Flask backend, deployed on a free cloud platform, acts as the intermediary that handles API integration, video 

preprocessing, and response handling. It extracts the detection results from the Deepware Scanner API and converts them 
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into a user-readable format. These results, along with any confidence scores or metadata, are then stored in Firebase 

Firestore and relayed back to the mobile app. 

 

On the client side, the React Native app fetches this data and displays a visual analysis using charts and labels to indicate 

whether the video is real or fake. Notifications are sent if the result indicates a high-confidence fake. The interface is 

designed for simplicity and clarity, allowing even non-technical users to utilize the tool effectively. 

 

This methodology ensures scalability, accuracy, and ease of access, using free tools and services. Comprehensive testing 

is conducted to validate video compatibility, API accuracy, backend reliability, and mobile app responsiveness. This 

ensures a robust, deployable deepfake detection system that contributes to digital media integrity and user awareness. 

 

 
 

Figur1: Flow of data and architecture of application 

 

 

RESULT & DISCUSSION 

 

The developed Deepfake Detector web application demonstrated a robust capability in analyzing uploaded videos and 

providing a classification of "REAL" or "FAKE" with an associated confidence score. Utilizing a deep learning model 

composed of a ResNeXt-50 feature extractor and an LSTM for temporal analysis, the system achieved a significant level 

of accuracy in identifying manipulated facial content within video sequences. The integration of the face_recognition 

library facilitated effective face detection and preprocessing, crucial steps for focusing the model's attention on relevant 

regions within each frame. The PyTorch framework proved to be a powerful tool for both defining and deploying the 

complex deep learning architecture. 

 

The Django backend successfully managed the user interface, handled video uploads, and orchestrated the interaction 

with the deep learning model (predict_utils.py). The application's ability to present a confidence breakdown through a 

visually intuitive pie chart, generated using Matplotlib, offered users a clear understanding of the model's certainty in its 

prediction. Furthermore, the system's functionality to extract and display processed video frames and cropped faces 

provided users with visual evidence supporting the model's analysis. The implementation of user authentication and 

management via Firebase Authentication and Firestore ensured a secure and seamless user experience, allowing only 

logged-in users to access the video analysis features. 
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Field testing, conducted on a diverse set of manipulated videos encompassing techniques such as face swapping and lip 

syncing alterations, indicated the system's effectiveness in distinguishing between authentic and synthetic content. The 

real-time processing and presentation of results allowed for immediate feedback on the integrity of the uploaded video. 

The modular design of the Django application and the encapsulated deep learning model facilitated relatively 

straightforward integration and potential future enhancements. 

 

However, certain limitations were observed. The model's performance, being data-driven, exhibited a degree of 

sensitivity to the types of manipulations present in the training dataset. Novel or highly sophisticated deepfake techniques 

not adequately represented during training could potentially lead to misclassifications, highlighting the ongoing need for 

continuous model refinement and dataset augmentation. The reliance on a robust internet connection for Firebase 

authentication and data storage introduced a dependency that could impact usability in environments with limited 

network access. 

Future development could focus on enhancing the model's generalization capabilities by incorporating a more diverse 

and challenging dataset encompassing a wider range of deepfake methodologies. Exploring techniques for uncertainty 

estimation could provide users with a more nuanced understanding of the model's predictions. Additionally, investigating 

methods to optimize processing time for large video files and exploring options for local model execution could improve 

the application's efficiency and reduce reliance on external services for certain functionalities. Overall, the Deepfake 

Detector achieved its primary objectives of providing a user-friendly and reasonably accurate tool for identifying 

deepfake videos, laying a solid foundation for future advancements  

Table 1 – Quantifiable Impact based on important variables 

 

Description Example Quantifiable Impact 

Enhanced 

Content 

Authentici

ty 

Analyzing uploaded videos and flagging those 

with manipulated facial regions. 

Increased user confidence in content veracity by X% 

(Hypothetical: 80-90%). Reduced spread of 

misinformation by Y% (Hypothetical: 20-30%). 

Improved 

Detection 

Accuracy 

Utilizing a ResNeXt-50 + LSTM model 

trained on a diverse dataset of real and fake 

videos. 

Achieved a deepfake detection accuracy of Z% on the 

test dataset (Obtain this from your model evaluation 

results in Model_and_train_csv.ipynb). Reduced false 

positive rate to A% (Obtain from model evaluation). 

Real-Time 

Analysis 
Processing user-uploaded videos and 

providing detection results within a 

reasonable timeframe. 

Average video processing time of B seconds. User 

satisfaction with processing speed: C% (Gather user 

feedback if available).. 

User 

Empowerment 

Providing users with a tool to independently 

verify the authenticity of video content. 

Number of users actively using the platform: D. 

Number of videos analyzed: E. 

Cost-Effective 

Implementation 

Developing the application using open-source 

frameworks like Django and accessible cloud 

services like Firebase. 

Development cost: F (Estimate person-hours and 

infrastructure costs). Operational cost per video 

analysis: G (Estimate server costs). 

CONCLUSION 

The Deepfake Detector project has offered significant understanding in the domain of AI-driven media analysis and web 

application development. Through the integration of a deep learning model with the Django framework, we successfully 

built a system capable of analyzing uploaded videos for deepfake manipulations, primarily focusing on facial alterations. 

This project facilitated the exploration of crucial technologies and concepts, including video processing, deep learning 

model integration, and user authentication via Firebase. The synergy of these components not only deepened my grasp 

of artificial intelligence and web development but also illustrated their practical application in addressing the growing 

concern of manipulated media. Furthermore, the processes involved in model training, web application development, 

and Firebase setup underscored the importance of a systematic approach to building intelligent and user-friendly systems. 
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In conclusion, the Deepfake Detector project has been a highly enriching learning endeavor, providing a holistic view of 

developing an AI-powered web application. The challenges encountered during model training and web integration have 

honed my problem-solving and debugging abilities. Moreover, the successful deployment of a system capable of analyzing 

video content and managing user authentication demonstrates the potential of AI in tackling contemporary issues. While 

the project focused on detecting facial deepfakes, future enhancements could involve expanding the model's capabilities 

to identify a broader range of video manipulations, optimizing processing speed, and further refining the user experience. 

Overall, this project has reinforced my enthusiasm for the intersection of artificial intelligence and web technologies and 

their capacity to create impactful solutions. 
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