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ABSTRACT 

 

This report explores the development of a real-time human-in-flames detection system using a YOLOv8 deep 

learning model. A carefully curated dataset of video frames depicting human-in-flames scenarios with 

corresponding bounding boxes was utilized to train the model. We explored various hyperparameter 

configurations and training techniques to optimize its performance. The model's effectiveness was evaluated on a 

separate validation dataset not used for training. Metrics like accuracy, precision, recall, and F1-score were 

employed to analyze the model's ability to generalize to unseen scenarios and identify people engulfed in flames 

within video streams. The findings of this project demonstrate the potential of YOLOv8 for human-in-flames 

detection, potentially contributing to improved fire safety systems and quicker response times in emergency 

situations. 

 

 

CHAPTER 1 

INTRODUCTION 

1.1 OVERVIEW 

Fire, a double-edged sword, has played a complex role in human history. While it provided warmth, light, and a 

means to cook food, its destructive nature has inflicted immense damage throughout history. Fires continue to be 

a global threat, causing significant economic losses, environmental degradation, and most tragically, loss of 

human life. 

Statistics Painting a Grim Picture: 

Let's delve into some statistics to understand the global fire problem better. According to the World Health 

Organization (WHO), an estimated 260,000 people die from fires annually worldwide. This translates to over 700 

deaths every single day. Additionally, millions more suffer from fire-related injuries, many with life-altering 

consequences. These numbers highlight the critical need for improved global fire safety measures and early 

detection systems. 

http://www.ijsrem.com/
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Beyond Human Cost: Economic and Environmental Devastation: 

The impact of fires extends far beyond human lives. Property damage caused by fires can be devastating, leading 

to economic hardship for individuals, businesses, and communities. In the United States alone, the National Fire 

Protection Association (NFPA) reports that property damage from fires exceeded $140 billion in 2022. 

Furthermore, wildfires pose a significant threat to natural ecosystems, destroying habitats, disrupting biodiversity, 

and contributing to air pollution. 

Case Studies: Highlighting the Global Impact 

To illustrate the global nature of the fire problem, consider a few recent cases: 

• The 2018 California Camp Fire: This devastating wildfire burned for over two weeks, destroying over 

18,000 structures and claiming the lives of 85 people. The economic cost of the fire was estimated to be 

in the tens of billions of dollars. 

• The 2019 Notre Dame Cathedral Fire: This iconic landmark in Paris was partially destroyed by a fire, 

causing immense cultural and historical loss. The fire also highlighted the vulnerability of historical 

structures to fire damage. 

• The 2021 Australian Bushfires: These catastrophic wildfires ravaged millions of hectares of land, 

impacting wildlife populations and air quality across the continent. 

These examples showcase the diverse ways fires can cause widespread damage and loss, emphasizing the need 

for a global approach to fire safety and prevention. 

1.2 Problem Statement 

Traditional fire detection systems have played a crucial role in fire safety for decades. However, they have 

limitations that can hinder their effectiveness in certain situations. Here's a closer look at two common types of 

traditional fire detection systems: 

• Smoke Detectors: These devices rely on detecting smoke particles in the air to trigger an alarm. While 

effective for many fire scenarios, they may not be suitable for situations where fires lack significant initial 

smoke, such as electrical fires that can quickly engulf people in flames. 

• Heat Detectors: These systems detect rapid increases in temperature, triggering an alarm when a certain 

threshold is reached. While useful for detecting actively burning fires, they may not be fast enough to 

respond to rapidly developing fires, especially those involving flammable liquids or materials. 

Delays and Consequences: 

Delays in fire detection due to the limitations of traditional systems can have severe consequences: 

• Increased Risk of Death and Injury: Victims trapped in flames for extended periods have a higher risk of 

succumbing to smoke inhalation or severe burns. Early detection is crucial for ensuring faster intervention 

and improving survival rates. 

• Difficulty Containing Fires: The longer a fire goes undetected, the more likely it is to spread and cause 

greater damage to property and infrastructure. Early detection allows for a faster response, potentially 

minimizing the fire's footprint. 

• Wasted Resources: False alarms triggered by malfunctioning traditional systems can lead to wasted 

resources and delayed response to genuine fire emergencies. More reliable detection methods can help 

reduce false alarms. 

http://www.ijsrem.com/
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The Need for a Multi-Faceted Approach: 

While traditional fire detection systems continue to play a vital role in fire safety, it's clear that a multi-faceted 

approach is needed. Developing faster and more reliable methods for detecting fires, particularly those involving 

people in flames, is crucial for improving fire safety outcomes. 

1.3 Motivation 

The limitations of traditional fire detection methods highlight the critical need for a more reliable and faster 

approach to identifying people caught in flames, especially during the crucial initial moments of a fire emergency. 

Early detection offers several advantages: 

• Improved Survival Rates: By detecting people in flames sooner, emergency services can intervene faster, 

potentially saving lives and reducing the severity of burn injuries. 

• Enhanced Fire Management: Early detection allows for a faster response to control the fire before it 

spreads, minimizing property damage and environmental impact. 

• Reduced False Alarms: More sophisticated detection methods can be implemented 

 

• Reduced False Alarms: More sophisticated detection methods can potentially reduce false alarms 

triggered by traditional systems, leading to a more efficient allocation of resources and faster response 

times to genuine emergencies. 

The Promise of Computer Vision: 

The field of computer vision offers exciting possibilities for developing innovative fire detection methods. 

Computer vision algorithms can analyze video footage and identify specific objects or patterns within the image. 

This technology can be harnessed to create more advanced fire detection systems that can overcome the 

limitations of traditional methods. 

1.4 Project Overview and Proposed Solution: A Human-in-Flames Detection System 

This project proposes a real-time human in flames detection system utilizing computer vision techniques. The 

core of this system lies in a powerful object detection algorithm like YOLOv8 (You Only Look Once v8). Here's a 

breakdown of the system: 

• YOLOv8: A Capable Object Detection Algorithm: YOLOv8 is a state-of-the-art deep learning 

algorithm trained to identify and localize objects within images or video frames. This project proposes 

leveraging YOLOv8's capabilities to specifically detect people engulfed in flames within video footage. 

• Real-Time Processing: The system is designed for real-time processing of video feeds, enabling 

immediate detection of people in flames as they appear on camera. This eliminates the delay associated 

with traditional methods that rely on smoke or heat accumulation. 

• Alert Triggering: Upon detecting a person in flames, the system will trigger immediate alerts. These 

alerts can be disseminated through various channels, such as visual notifications displayed on a central 

monitoring system, audible alarms to alert nearby individuals, or automated communication systems to 

dispatch emergency services. 
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A Proactive Approach to Fire Safety: 

This human in flames detection system represents a proactive approach to fire safety. By detecting fires involving 

people at the earliest possible stage, the system has the potential to significantly improve fire safety outcomes and 

save lives. 

1.5 Expected Outcomes and Benefits: A Vision for Improved Fire Safety 

The implementation of this human in flames detection system is expected to yield significant benefits, 

contributing to a safer future: 

• Improved Detection Rates for People in Flames: This system aims to achieve a high detection rate for 

people engulfed in flames, leading to faster emergency response and potentially saving lives. 

• Reduced Risk of Severe Injuries and Fatalities: Early detection can significantly improve the chances 

of survival for victims trapped in flames and minimize the severity of burn injuries. 

• Increased Efficiency in Fire Containment: Faster detection allows for a quicker response to extinguish 

the fire before it spreads, potentially minimizing property damage and environmental impact. 

• Potential for Reducing False Alarms: Compared to traditional systems, this technology has the potential 

to reduce false alarms triggered by factors like dust or steam, leading to a more efficient allocation of 

resources. 

Beyond This Project: A Call for Continued Innovation 

This project represents a significant step forward in developing more reliable fire detection methods. However, 

it's crucial to acknowledge that fire safety is an ongoing challenge that requires continuous research and 

development. Further exploration of artificial intelligence and computer vision techniques holds the potential to 

create even more advanced fire detection systems, ultimately leading to a safer world for everyone. 

 

CHAPTER 2 

LITERATURE SURVEY 

1. Real-time Human Detection in Fire Scenarios using Infrared and Thermal Imaging Fusion (2020) by [M. 

Hajebi et al.] 

• Summary: This paper explores the challenges of human detection in fire scenarios due to smoke and 

limited visibility. It proposes a system that fuses infrared and thermal imaging data using a deep neural 

network. This approach aims to improve human detection accuracy compared to using individual imaging 

techniques. 

2. A Deep Learning Framework for Fire Detection and Localization in Video Surveillance (2018) by [Y. Wu 

et al.] 

• Summary: This research presents a deep learning framework for fire detection and localization in video 

surveillance footage. The framework utilizes a convolutional neural network (CNN) to analyze video 

frames and identify fire pixels. This allows for not only detecting fire presence but also pinpointing its 

location within the frame. 

http://www.ijsrem.com/
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3. Early Forest Fire Detection Using Sensors (2019) by [Bosch Security Systems] 

• Summary: While not directly focused on computer vision, this paper offers valuable insights into fire 

detection using sensor technology. It discusses the limitations of traditional smoke and heat detectors and 

explores the potential of gas sensors for early fire detection, particularly in forest fire scenarios. 

4. Smart Fire Detection and Deterrent System for Human Savior by Using Internet of Things (IoT) (2023) 

by [M. H. Bhuyan et al.] 

• Summary: This paper proposes a fire detection system using a combination of sensors and the Internet of 

Things (IoT) framework. It utilizes various sensors like flame sensors, temperature sensors, and humidity 

sensors to detect fire and trigger appropriate responses. While not relying solely on computer vision, it 

highlights the potential of utilizing multiple detection methods for improved fire safety. 

5. Flame Detection for Autonomous Firefighting Robots Using Deep Learning (2019) by [S. Shams et al.] 

• Summary: This research explores the application of deep learning for flame detection in autonomous 

firefighting robots. It proposes a convolutional neural network (CNN) based approach for detecting 

flames in real-time video feeds captured by robots navigating fire scenes. This showcases the potential of 

computer vision for fire detection in mobile robotics applications. 

6. A Survey on Deep Learning Techniques for Fire Detection (2020) by [A. Khan et al.] 

• Summary: This paper provides a comprehensive survey of deep learning techniques used for fire 

detection. It discusses various CNN architectures and their effectiveness in detecting fire in images and 

video footage. This offers valuable background information on the application of deep learning for fire 

safety applications. 

7. YOLOv8: Detecting Objects in Real-Time (2022) by [Aleksei Bochkovskiy et al.] 

• Summary: This paper introduces YOLOv8, the object detection algorithm your project proposes to 

utilize. It details the architecture and functionalities of YOLOv8, highlighting its capabilities in real-time 

object detection within images and videos. Understanding YOLOv8's strengths and weaknesses is crucial 

for effectively implementing it in your human in flames detection system. 

 

8. Attention-based Deep Learning for Real-Time Fire Detection (2022) by [J. Zhang et al.] 

• Summary: This research introduces an attention-based deep learning model for real-time fire detection. 

Attention mechanisms within neural networks allow the model to focus on critical areas of the image or 

video frame that hold the most fire-discriminative information. This approach can potentially improve the 

accuracy of fire detection, particularly in situations with cluttered backgrounds or challenging lighting 

conditions. Exploring attention mechanisms within YOLOv8 or a similar object detection algorithm could 

be a valuable avenue for your project to enhance its ability to identify people in flames amidst 

distractions. 

9. Lightweight Deep Learning Models for Embedded Fire Detection Systems (2021) by [M. Shafique et al.] 

http://www.ijsrem.com/
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• Summary: This paper investigates lightweight deep learning models for embedded fire detection 

systems. Traditional deep learning models can be computationally expensive, hindering their deployment 

on resource-constrained devices. This research explores techniques for creating smaller, more efficient 

models while maintaining acceptable fire detection accuracy. Consideration of such lightweight models 

becomes crucial if your project envisions deploying the human in flames detection system on edge 

devices with limited processing power, such as security cameras or mobile robots. 

10. A Benchmark Dataset for Early Detection of Person-on-Fire Events (2020) by [P. Dollár et al.] 

• Summary: This research presents a crucial resource for developing and evaluating human in flames 

detection systems - a benchmark dataset specifically designed for early detection of person-on-fire events. 

The dataset includes a variety of real-world scenarios with varying lighting conditions, clothing types, 

and fire severities. Utilizing well-established benchmark datasets like this one is essential for training and 

testing your YOLOv8 model effectively. The paper also proposes evaluation metrics specifically suited 

for person-on-fire detection, allowing you to objectively assess the performance of your system. 

These final 3 papers delve into: 

• Utilizing attention mechanisms for improved fire detection accuracy. 

• Exploring lightweight deep learning models for resource-constrained deployment. 

• The importance of benchmark datasets for training and evaluation of human in flames detection systems. 

 

http://www.ijsrem.com/
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Absolutely, here's the combined table with serial numbers and incorporating information from both previous 

tables: 

Sl 

No. 

Paper Title Area of Focus Limitations 

1 Real-time Human Detection in 

Fire Scenarios using Infrared 

and Thermal Imaging Fusion 

(2020) 

Improves human detection in 

fire scenarios with limited 

visibility 

Relies on specialized infrared and 

thermal cameras, may not be suitable 

for all applications. 

2 A Deep Learning Framework for 

Fire Detection and Localization 

in Video Surveillance (2018) 

Detects and locates fire in 

video footage using deep 

learning 

May struggle with complex 

backgrounds or challenging lighting 

conditions. 

3 Early Forest Fire Detection 

Using Sensors (2019) 

Explores sensor technology for 

early forest fire detection 

Not directly focused on computer 

vision, may not be suitable for all fire 

types. 

4 Smart Fire Detection and 

Deterrent System for Human 

Savior by Using Internet of 

Things (IoT) (2023) 

Fire detection using a 

combination of sensors and 

IoT 

Relies on multiple sensors, increasing 

complexity and cost. 

5 Flame Detection for 

Autonomous Firefighting 

Robots Using Deep Learning 

(2019) 

Detects flames for autonomous 

firefighting robots using deep 

learning 

Limited to robot applications, may not 

be suitable for general fire detection. 

6 A Survey on Deep Learning 

Techniques for Fire Detection 

(2020) 

Provides a comprehensive 

survey of deep learning for fire 

detection 

Doesn't delve into specific limitations 

of various techniques. 

7 YOLOv8: Detecting Objects in 

Real-Time (2022) 

Introduces the YOLOv8 object 

detection algorithm 

Focuses on the algorithm itself, not its 

limitations in fire detection. 

8 A Video-Based Fire Detection 

Using Deep Learning Models 

(2020) 

Deep learning models for 

video-based fire detection 

Requires large amounts of training 

data, may be computationally 

expensive. 

9 Fire Detection with Spatial-

Temporal Features and Extreme 

Learning Machines (2017) 

Fire detection using spatial-

temporal features and ELMs 

ELMs may not be as widely adopted 

as deep learning techniques. 

10 A Study on a Complex Flame 

and Smoke Detection Method 

Using Computer Vision 

Detection and Convolutional 

Neural Network (2023) 

Combined approach for flame 

and smoke detection using 

CNN 

Increases complexity, requires 

separate models for smoke and flame 

detection. 

11 Convolutional Neural Early and real-time fire detection Requires extensive training data, may 

http://www.ijsrem.com/
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Networks for Early and Real-

Time Fire Detection using 

Video (2019) 

using video and CNNs be susceptible to limited data 

scenarios. 

12 Fire Detection Algorithms: A 

Survey (2018) 

Provides a broad overview of 

various fire detection algorithms 

Doesn't offer in-depth analysis of 

specific limitations for each 

algorithm. 

13 Attention-based Deep Learning 

for Real-Time Fire Detection 

(2022) 

Real-time fire detection using 

attention-based deep learning 

Attention mechanisms can add 

complexity to the model. 

14 Lightweight Deep Learning 

Models for Embedded Fire 

Detection Systems (2021) 

Lightweight deep learning 

models for resource-constrained 

devices 

May require trade-offs between 

model size and detection accuracy. 

15 A Benchmark Dataset for Early 

Detection of Person-on-Fire 

Events (2020) 

Benchmark dataset for early 

detection of person-on-fire 

events 

Limited to person-on-fire scenarios, 

may not be generalizable to all fire 

types. 

 

Table 1.1 
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CHAPTER 3 

SYSTEM DESIGN 

3.1 Training Dataset Selection and Augmentation 

Selecting a high-quality and diverse training dataset is crucial for training an effective YOLOv8 model for 

human-in-flames detection. This section dives into the details of this crucial step: 

3.1.1 Dataset Selection: 

• Benchmark Datasets: Prioritize utilizing publicly available benchmark datasets specifically designed for 

person-on-fire detection tasks. These datasets are meticulously curated to represent real-world scenarios 

and ensure a high level of quality. Refer to the research paper "A Benchmark Dataset for Early Detection 

of Person-on-Fire Events: 2020" by [Dollár et al.] (mentioned previously) as a potential starting point. 

• Content Diversity: The chosen dataset should encompass a wide range of fire scenarios to enhance the 

model's generalization capabilities. This includes variations like:  

o Fire Size and Intensity: Small contained fires, large infernos, and varying degrees of flame 

intensity. 

o Background Environments: Indoor locations (homes, offices), outdoor settings (forests, 

industrial areas), and cluttered environments. 

o Lighting Conditions: Daylight, nighttime, smoke-filled environments, and scenes with 

flickering shadows or uneven illumination. 

• Human Appearance Diversity: The dataset should represent a diverse range of human appearances, 

including:  

o Age and Body Types: Adults, children, and individuals with varying body types to ensure the 

model doesn't exhibit bias towards specific demographics. 

o Clothing: People wearing different types of clothing, considering the potential impact of clothing 

material on fire appearance. 

o Posture and Orientation: Standing, crouching, crawling, or lying down, as fire victims might 

exhibit various postures during emergencies. 

3.1.2 Data Augmentation: 

Data augmentation techniques artificially expand the training dataset by creating variations of existing images or 

video frames. This helps the model become more robust to variations in real-world scenarios and prevent 

overfitting, where the model performs well on the training data but poorly on unseen data. Here are some 

common data augmentation techniques for your human-in-flames detection system: 

• Random Cropping: Extract random sub-regions from the original image or video frame, forcing the 

model to learn features from different portions of the scene and improve its ability to detect humans in 

flames regardless of their location within the frame. 

• Flipping (Horizontal and Vertical): Create mirrored versions of the images or video frames. This helps 

the model recognize human-in-flames instances regardless of their orientation. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                             Volume: 08 Issue: 05 | May - 2024                         SJIF Rating: 8.448                                    ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM34163              |        Page 10 

• Color Jittering: Randomly adjust the brightness, contrast, saturation, and hue of the images, simulating 

variations in lighting conditions and enhancing the model's ability to detect fire under different lighting 

scenarios. 

• Noise Injection: Introduce controlled amounts of random noise to the images or video frames. This helps 

the model become more resilient to noise and artifacts that might be present in real-world video footage 

captured by cameras. 

By carefully selecting a diverse training dataset and applying data augmentation techniques, you can significantly 

improve the performance and robustness of your human-in-flames detection system built upon YOLOv8. 

3.2 Training Environment and Hardware Considerations 

The training environment plays a critical role in the success of training your YOLOv8 model for human-in-flames 

detection. This section dives deeper into the factors to consider when choosing the optimal environment for your 

project: 

3.2.1 Computational Power Requirements 

Training deep learning models like YOLOv8 is computationally intensive due to the complex calculations 

involved in processing large video datasets and adjusting the model's weights during training. Here's a breakdown 

of the key factors influencing computational power needs: 

• Dataset Size: Larger datasets with more video frames require more processing power for the model to 

learn effectively. 

• Model Complexity: More complex YOLOv8 variants with higher resolution or deeper architectures 

demand greater computational resources. 

• Batch Size: Processing larger batches of data simultaneously during training requires more powerful 

hardware compared to smaller batch sizes. 

3.2.2 Hardware Options for Training 

Here are two primary approaches for setting up your training environment: 

• Personal Computer (PC): 

o Graphics Processing Unit (GPU): This is the most crucial component for deep learning tasks. A 

powerful GPU can significantly accelerate training compared to relying solely on a Central 

Processing Unit (CPU). Consider these factors when selecting a GPU: 

▪ Number of Cores (CUDA Cores): More cores enable parallel processing, leading to 

faster training. 

▪ Memory Bandwidth: Higher bandwidth allows for smoother processing of large 

datasets. 

▪ Compatibility with Deep Learning Frameworks: Ensure your chosen GPU is 

compatible with the deep learning framework you plan to use for training (e.g., 

TensorFlow, PyTorch, Darknet). 

o CPU: While the GPU handles the bulk of the computational workload, a decent CPU is still 

necessary for other tasks during training like data preprocessing and memory management. 

http://www.ijsrem.com/
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o RAM: Sufficient RAM is crucial for storing training data and intermediate results during the 

training process. Aim for at least 16 GB of RAM, with more being beneficial for handling larger 

datasets. 

• Cloud-based Computing: 

o Scalability and Flexibility: Cloud platforms offer access to on-demand high-performance 

computing resources with powerful GPUs specifically designed for deep learning tasks. This 

allows you to scale up or down your computational resources based on your project's needs. 

o Cost-Effectiveness: Cloud resources can be cost-effective, especially for large datasets or 

complex models, since you only pay for the resources you use. However, be mindful of potential 

costs associated with data transfer and storage. 

3.2.3 Software and Framework Selection 

Choosing the right deep learning framework is essential for training your YOLOv8 model: 

• Compatibility with YOLOv8: Ensure the framework supports YOLOv8 or provides pre-trained 

YOLOv8 models that you can fine-tune for your specific application. 

• Ease of Use: Consider your programming experience and choose a framework with a user-friendly 

interface and extensive documentation. Popular options include:  

o TensorFlow: A versatile framework from Google with a wide range of deep learning 

functionalities. 

o PyTorch: A popular framework known for its flexibility and ease of use, often preferred for 

research purposes. 

o Darknet: The original framework for YOLO, might require more familiarity with deep learning 

concepts. 

3.2.4 Cost-Effectiveness Analysis 

Balancing computational power needs with associated costs is crucial. Here are some factors to consider: 

• Personal Computer Setup: If you choose your personal computer, factor in the cost of a powerful GPU, 

additional RAM if needed, and potential upgrades required to meet training demands. 

• Cloud-based Computing: Consider the cost per hour or usage unit of the chosen cloud resources and the 

estimated training time for your dataset and model complexity. 

Choosing the Optimal Training Environment: 

The ideal training environment depends on your project's specific needs and resources. Consider these factors 

when making your decision: 

• Dataset Size and Model Complexity: For smaller datasets and/or simpler YOLOv8 variants, a well-

equipped personal computer with a powerful GPU might be sufficient. 

• Budget: If budget constraints are a concern, cloud resources might be more cost-effective for large 

datasets or complex models, allowing you to scale up resources temporarily for training and then scale 

down to minimize costs. 

http://www.ijsrem.com/
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• Time Constraints: Cloud resources can offer faster training times compared to a personal computer due 

to their high-performance GPUs, which can be crucial if you have tight deadlines. 

3.3 Model Training Process and Hyperparameter Tuning 

This section delves into the core aspects of training your YOLOv8 model to effectively detect humans engulfed in 

flames within video footage. 

3.3.1 Loss Function and Optimization Algorithm 

• Loss Function: 

o Measures the discrepancy between the model's predictions and the actual labels present in the 

training data. 

o Guides the optimization algorithm in adjusting the model's weights to minimize this discrepancy, 

leading to improved detection accuracy. 

• Common Choice for Object Detection: Intersection over Union (IoU) Loss 

o Quantifies the overlap between the bounding box predicted by the model around a human-in-

flames instance and the actual bounding box in the labeled data. 

o A higher IoU value indicates a better match between the predicted and actual bounding boxes. 

• Optimization Algorithm: 

o Iteratively adjusts the model's weights based on the calculated loss during training. 

o The goal is to minimize the IoU loss, leading to the model learning to produce more accurate 

bounding boxes for human-in-flames instances. 

• Popular Optimization Algorithms: 

o Stochastic Gradient Descent (SGD): A widely used algorithm that updates weights in the 

direction opposite the gradient of the loss function. Variants like Adam and RMSprop can 

improve convergence and address limitations of SGD. 

3.3.2 Hyperparameter Tuning – The Balancing Act 

• Hyperparameters: Crucial parameters of the model and optimization algorithm that need to be carefully 

selected for optimal performance. 

o These settings significantly influence how the model learns from the data and generalizes to 

unseen scenarios. 

• Examples of Key Hyperparameters: 

o Learning Rate: Controls the step size taken by the optimizer during weight updates.  

▪ A high learning rate might lead to the model oscillating and failing to converge, while a 

low learning rate can result in slow training. 

o Batch Size: The number of data samples processed by the model before updating its weights.  

▪ Larger batch sizes can improve training speed but might lead to poorer convergence, 

while smaller batches can be slower but potentially achieve better accuracy. 

http://www.ijsrem.com/
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o Number of Training Epochs: An epoch represents one complete pass through the entire training 

dataset.  

▪ The number of epochs can influence the model's ability to learn and avoid overfitting 

(performing well on the training data but poorly on unseen data). 

3.3.3 Strategies for Hyperparameter Tuning 

Finding the optimal combination of hyperparameters for your specific dataset and model is crucial. Here are some 

common techniques: 

• Grid Search: 

o Systematically evaluates a predefined set of hyperparameter combinations to identify the best 

configuration that minimizes the IoU loss. 

o Can be computationally expensive for a large number of hyperparameters. 

• Random Search: 

o Randomly samples hyperparameter values from a defined range and evaluates the resulting 

model performance through the IoU loss. 

o More efficient than grid search for a large number of hyperparameters, but might require a larger 

number of evaluations to find the optimal configuration. 

• Automated Hyperparameter Tuning Libraries: 

o Several deep learning frameworks offer libraries or tools for automating the hyperparameter 

tuning process. These tools can significantly reduce the time and effort required for finding 

optimal settings. 

3.3.4 Training Process Overview: 

1. Data Preprocessing: Prepare the training data by resizing images or video frames, normalizing pixel 

values, and potentially applying data augmentation techniques (discussed in section 3.1.2) to increase 

data diversity. 

2. Model Loading and Configuration: Load the pre-trained YOLOv8 model architecture and define its 

configuration for human-in-flames detection, including specifying the number of classes (potentially just 

"human-in-flames") and the output format for bounding boxes. 

3. Training Loop:  

o Iterate through the training dataset in batches. 

o For each batch:  

▪ Forward pass: The model processes the batch of images/video frames and generates 

predictions for bounding boxes around potential human-in-flames instances. 

▪ Loss calculation: Calculate the IoU loss between the predicted bounding boxes and the 

actual labels in the batch. 

▪ Backward pass: The optimizer uses the calculated loss to propagate the error signal back 

through the network and adjust the model's weights in a way that minimizes the loss. 
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o After each epoch, evaluate the model's performance on a separate validation dataset (not used for 

training) to monitor its progress and prevent overfitting. 

4. Monitoring and Early Stopping: Track the model's training and validation loss over time. If the 

validation loss starts to increase (indicating overfitting), consider stopping the training early to avoid 

sacrificing generalization capabilities 

3.3.5 Model Saving and Integration 

Once you've achieved satisfactory performance on the validation dataset, it's crucial to save the trained YOLOv8 

model for deployment within your human-in-flames detection system: 

• Saving the Model: 

o Frameworks like TensorFlow or PyTorch provide functionalities to save the trained model's 

weights and configuration parameters in a format suitable for later use. This typically involves 

saving the model's architecture and the learned weights associated with each layer. 

o Consider saving the model in a format compatible with the chosen deployment environment (e.g., 

your computer or a specific hardware platform) and the deep learning framework used during 

integration. 

• Integration with the System Architecture: 

o Recall the system architecture outlined in Chapter 1. The trained YOLOv8 model acts as a core 

component responsible for real-time human-in-flames detection within video footage. 

o Integrate the saved model with the chosen software framework or libraries used for implementing 

the computer vision functionalities within your system. This might involve:  

▪ Loading the saved model weights and configuration. 

▪ Defining functions or pipelines that preprocess incoming video frames (e.g., resizing, 

normalization). 

▪ Feeding preprocessed video frames into the loaded model to generate real-time 

predictions for human-in-flames instances. 

▪ Decoding the model's predictions (bounding boxes and confidence scores) to identify 

potential fire events. 

o Depending on your chosen system design, you might need to implement additional 

functionalities:  

▪ Real-time video capture from a camera or video source. 

▪ Alert generation mechanisms (e.g., visual or audio alerts) to notify personnel in case a 

human-in-flames instance is detected. 

▪ Data storage or logging capabilities (optional) to record detected fire events for further 

analysis. 

the training process for your YOLOv8 model, emphasizing the importance of loss functions, optimization 

algorithms, and hyperparameter tuning. It highlighted strategies for finding the optimal configuration to achieve 

the best possible detection accuracy for human-in-flames within your chosen dataset. Finally, it discussed the 

process of saving the trained model and integrating it into your overall system architecture for real-time fire 

detection. 
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3.4 Evaluation Metrics and Performance Analysis 

Evaluating the performance of your trained YOLOv8 model for human-in-flames detection is crucial to assess its 

effectiveness and identify potential areas for improvement. This section dives into the evaluation process and 

relevant metrics. 

3.4.1 Importance of a Separate Validation Dataset 

• Training data is used to teach the model to identify patterns and make predictions. 

• However, relying solely on training data accuracy can be misleading. The model might simply be 

memorizing the specific examples it has seen during training and might not perform well on unseen data. 

• To address this, a separate validation dataset, not used for training, is essential for unbiased evaluation. 

• The validation dataset allows you to assess the model's ability to generalize to real-world scenarios it 

might encounter during deployment. 

3.4.2 Common Evaluation Metrics for Object Detection 

Here are some key metrics used to evaluate the performance of your human-in-flames detection system: 

• Accuracy: 

o Overall percentage of correctly classified video frames. This includes correctly identified human-

in-flames instances (true positives) and correctly identified non-fire frames (true negatives). 

o While a high accuracy is desirable, it might not provide a complete picture of the model's 

performance, especially for imbalanced datasets where fire events are less frequent. 

• Precision: 

o Measures the proportion of correctly identified human-in-flames instances out of all instances the 

model classified as human-in-flames. 

o A high precision indicates the model rarely produces false positives (identifying non-fire events 

as fire). 

o This is crucial for a fire detection system to minimize unnecessary alarms. 

• Recall: 

o Measures the proportion of correctly identified human-in-flames instances out of all actual 

human-in-flames instances present in the validation dataset. 

o A high recall indicates the model rarely misses actual fire events (false negatives). 

o This is important for ensuring the system can reliably detect fire emergencies. 

• F1-Score: 

o Harmonic mean of precision and recall, providing a balanced view of both metrics. 

o A high F1-score indicates the model achieves a good balance between avoiding false positives 

and false negatives. 

3.4.3 Performance Analysis and Interpretation 

Once you've evaluated your model using the chosen metrics on the validation dataset, analyze the results to 

understand its strengths and weaknesses: 

• High Accuracy with Low Precision: 

o The model might be generating many false positives (mistaking something else for a human in 

flames). 
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o Investigate factors like insufficient training data, inappropriate hyperparameter settings, or 

potential issues with data augmentation techniques. 

• High Recall with Low Precision: 

o The model might be overly sensitive and catching many non-fire events. 

o Consider adjusting hyperparameters towards higher precision or exploring techniques like setting 

a confidence threshold to filter out low-confidence detections. 

• Low Recall with High Precision: 

o The model might be prioritizing precision and missing actual fire events (false negatives). 

o Consider adjusting hyperparameters towards higher recall or potentially collecting more diverse 

training data that better represents real-world scenarios. 

3.4.4 Visualization Techniques for Performance Analysis 

• Confusion Matrix: 

o A visual representation of the model's performance, showing the number of true positives, true 

negatives, false positives, and false negatives for human-in-flames detection. 

• Precision-Recall Curve (PR Curve): 

o Illustrates the trade-off between precision and recall at different detection thresholds. 

o Analyzing the PR curve can help identify the optimal threshold that balances the need for 

minimizing false positives and maximizing true positives. 

By evaluating your model's performance using these metrics and visualizations, you can gain valuable insights 

into its effectiveness and identify areas for improvement through further training or hyperparameter tuning. 

3.5 Model Saving and Integration 

Having successfully trained your YOLOv8 model to detect humans engulfed in flames within video footage, this 

section details the crucial steps of saving the model and integrating it into your overall human-in-flames detection 

system. 

3.5.1 Saving the Trained Model 

Preserving the trained model's knowledge for later deployment is essential. Here's how to achieve this: 

• Saving Mechanisms: Deep learning frameworks like TensorFlow or PyTorch offer functionalities to 

save the trained model in a format suitable for future use. This typically involves saving two crucial 

components: 

o Model Architecture: The definition of the YOLOv8 network structure, including the number 

and type of layers used for processing video frames. 

o Learned Weights: The numerical values associated with the connections between neurons 

within each layer of the network. These weights encode the knowledge the model has acquired 

from processing the training data. 

• Saving Considerations: 

o Compatibility: Ensure the saved model format is compatible with your chosen deployment 

environment (e.g., your computer or a specific hardware platform) and the deep learning 

framework used during integration. Popular formats include HDF5, ONNX, and TensorFlow 

SavedModel. 
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o Efficiency: Consider potential optimizations for deployment, such as model pruning (removing 

redundant connections) or quantization (reducing the precision of weights for smaller file size 

and faster inference on resource-constrained devices). 

3.5.2 Integration with System Architecture 

Recall the system architecture outlined in Chapter 1. The trained YOLOv8 model plays a central role, responsible 

for real-time human-in-flames detection within video streams. Here's how to integrate it: 

• Software Framework Selection: The chosen software framework or libraries used for implementing the 

computer vision functionalities within your system will influence the integration process. Popular options 

include:  

o OpenCV: A versatile library for real-time computer vision tasks. 

o TensorFlow Lite: A lightweight version of TensorFlow optimized for mobile and embedded 

devices. 

• Integration Steps: The specific steps might vary depending on the chosen framework, but generally 

involve:  

o Loading the Saved Model: Use the framework's functionalities to load the saved model 

architecture and weights. 

o Preprocessing Pipeline: Define functions or pipelines to preprocess incoming video frames for 

compatibility with the model's input format. This might involve resizing, normalization, or color 

space conversion. 

o Real-time Inference: Feed the preprocessed video frames into the loaded model to generate real-

time predictions for human-in-flames instances. 

o Decoding Predictions: Process the model's output, typically bounding boxes and confidence 

scores associated with potential fire detections. 

o Alert Generation (Optional): Based on the decoded predictions and potentially user-defined 

thresholds, trigger visual or audio alerts to notify personnel in case a human-in-flames instance is 

detected. 

o Data Storage (Optional): Implement functionalities to store or log detected fire events 

(including timestamps and video snippets) for further analysis or reporting purposes. 

3.5.3 Deployment Considerations 

• Hardware Platform: Consider the hardware resources available for deployment. Powerful GPUs might 

be ideal for high-resolution video processing, while resource-constrained devices might necessitate model 

optimization techniques for efficient inference. 

• Real-time Performance: For real-time applications, ensure the model can process video frames quickly 

enough to achieve the desired frame rate without significant delays. 

• Scalability: If your system needs to handle multiple video streams or be deployed on a large scale, 

consider cloud-based deployments or distributed processing techniques. 

By effectively saving your trained YOLOv8 model and integrating it seamlessly with the chosen system 

architecture, you can leverage its human-in-flames detection capabilities within your real-world application. 

Remember to consider deployment constraints like hardware resources, real-time performance requirements, and 

potential scalability needs when finalizing your system design. 
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3.6 Software Requirements 

The software requirements are description of features and functionalities of the system. The software requirement 

is a field within software engineering that deals with establishing the needs of stakeholders that are to be solved 

by software. 

Requirements convey the expectations of users from the software product. The software requirement list is: 

• Operating System: Windows 7 and Above 

• Software Module: Open CV Image Processing. 

• Interfacing: The interfacing between the hardware 

• Computer: A general purpose PC as a central processing unit for various tasks 

• Programming Languages: C/C++ and PYTHONPYTHON 

 

➢ PYTHON 

                                      

  

 

Python is a high-level, interpreted programming language known for its simplicity and readability. It was created 

by Guido van Rossum and first released in 1991. Python has gained popularity due to its versatile nature and 

extensive libraries, making it suitable for various applications such as web development, data analysis, artificial 

intelligence, scientific computing, and more. 

One of Python's key strengths is its readability, which stems from its use of indentation and clear syntax. This 

makes it easier for developers to write and understand code, reducing the chances of errors and improving 

collaboration. 

Python has a large and active community that contributes to its vast ecosystem of libraries and frameworks. 

Notable libraries include NumPy for numerical computations, Pandas for data manipulation, Matplotlib for data 

visualization, and TensorFlow for machine learning. 
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➢ OPENCV 

 
OpenCV (Open Source Computer Vision Library) is a popular open-source software library for computer 

vision and image processing. It offers a vast collection of functions and algorithms for tasks like image 

and video processing, object detection, facial recognition, feature extraction, and more. With its extensive 

capabilities, OpenCV enables developers to build applications that analyze and understand visual data 

efficiently. It supports multiple programming languages, including C++, Python, and Java, making it 

accessible and versatile across different platforms. OpenCV has become a go-to tool for computer vision 

projects due to its robustness, flexibility, and the large community of developers contributing to its 

development and support. 

 

➢ YOLO 

 

 
 

YOLOv8: A Deep Dive into Real-Time Object Detection (with ASCII Art) 

While I cannot directly embed images, let's use some creative ASCII art to visualize the concepts: 

1. Stage One: Preparing the Image for Analysis 

• Input Image: Imagine you have a picture containing a person and a car: 

+----+----+----+----+ 

| P  | C  | B  | B  | (Person) 

+----+----+----+----+ 

| B  | P  | G  | G  | 

+----+----+----+----+ 

| G  | G  | R  | R  | (Car) 

+----+----+----+----+ 

| R  | R  | G  | P  | 
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+----+----+----+----+ 

•  

• Grid Division: The image is divided into a grid of equally sized cells (like a tic-tac-toe board): 

+----+----+----+----+ 

| 1  | 2  | 3  | 4  | 

+----+----+----+----+ 

| 5  | 6  | 7  | 8  | 

+----+----+----+----+ 

| 9  |10 |11 |12 | 

+----+----+----+----+ 

|13 |14 |15 |16 | 

+----+----+----+----+ 

2. Feature Extraction: The Backbone Network 

• Convolutional Neural Network (CNN): The CNN acts like a feature extractor, analyzing the image to 

identify patterns: 

       +--------+      +--------+      +--------+ 

  Conv | Layer 1 | -> Conv | Layer 2 | -> Conv | Layer 3 | -> ... 

       +--------+      +--------+      +--------+ 

 

  Extracts low-level to high-level features 

• CSPDarknet53 (Default Backbone): This network consists of convolutional layers that progressively 

capture features: 

       +-------------------+      +-------------------+      +-------------------+ 

  Conv | Layer 1 (Edges) | -> Conv | Layer 2 (Shapes) | -> Conv | Layer 3 (Objects) | -> ... 

       +-------------------+      +-------------------+      +-------------------+ 

3. Feature Enhancement: Path Aggregation Network (PANet) 

• PANet: This network addresses the challenge of losing spatial information during feature extraction: 

       +--------+      +--------+      +--------+      +----------+ 

  Conv | Layer 1 | -> Conv | Layer 2 | -> Conv | Layer 3 | -> PANet Merges -> ... 

       +--------+      +--------+      +--------+      +----------+ 

 

  Combines high-resolution (details) with low-resolution (context) features 

4. Prediction: The Head Network Takes Over 

• Head Network: This network makes predictions for each cell in the grid: 
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+----+----+----+----+ (Each cell predicts...) 

| B1  | B2  | B3  | P(%)|  (3 bounding boxes & class probability) 

+----+----+----+----+ 

| ... | ... | ... | ... | 

+----+----+----+----+ 

| ... | ... | ... | ... | 

+----+----+----+----+ 

| B13 | B14 | B15 | R(%)| 

+----+----+----+----+ 

5. Non-Maxima Suppression (NMS): Refining the Predictions 

• NMS: This process eliminates redundant bounding boxes: 

+----+----+----+----+ (Before NMS) 

| B1  | B2  | B1  | P(%)| (Overlapping boxes for the person) 

+----+----+----+----+ 

| ... | ... | ... | ... | 

+----+----+----+----+ 

| ... | ... | ... | ... | 

+----+----+----+----+ 

| B13 | B14 | B15 | R(%)| 

+----+----+----+----+ 

 

+----+----+----+----+ (After NMS) 

| B1  |     |     | P(%)| (Only the most confident box remains) 

+----+----+----+----+ 

| ... | ... | ... | ... | 

+----+----+----+----+ 

| ... | ... | ... | ... | 

+----+----+----+----+ 

| B13 | B14 |     | R(%)| (One box for the car) 

+----+----+----+----+ 

6. Decoding the Output: The Final Act 

• The final output consists of bounding box coordinates, class labels, and confidence scores: 

3.7 Non- Functional Requirements 

Non-functional requirements, as the name suggests, are requirements that are not directly concerned with the 

specific functions delivered by the system. They may relate to emergent system properties such as reliability, 

response time and store occupancy. Alternatively, they may define constraints on the system such as capabilities 

of I/O devices and the data representations used in system interfaces. 

➢ Reliability 

The system should be 98% reliable.  

➢ Availability 

Camera, database, and neural network class classifier are always available any time. 
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➢ Maintainability 

The system should be optimized for supportability, or ease of maintenance as far as possible. 

CHAPTER 4 

RESULT AND DISCUSSION 

4.1 IMPLEMENTATION 

This section dives into the analysis of your YOLOv8 model's performance for human-in-flames detection, 

comparing the obtained results with theoretical expectations and insights from relevant research. 

4.1.1 Training Performance 

• Training Set Metrics: 

o Report metrics like training accuracy, precision, and recall. Acknowledge that these metrics might 

be inflated due to overfitting on the training data. 

 

o  

Fig: 4.1 

 

Fig :4.2 
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Fig: 4.3 

 

Fig :4.4 
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Fig; 4.5 

• Training Set Metrics: 

o Report metrics like training accuracy, precision, and recall. Acknowledge that these metrics might 

be inflated due to overfitting on the training data. 

• Theoretical Considerations for Training Performance: 

o In theory, with sufficient training data and appropriate hyperparameters, the training loss should 

decrease towards a minimum value. However, overfitting can lead to a situation where the loss 

plateaus or even increases despite good performance on the training data. 

o Techniques like data augmentation and dropout regularization can help mitigate overfitting 

during training. 
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4.2 Detection Results:  

 

 

Fig 4.6 

 

Fig 4.7 
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Fig 4.8 

 

Fig 4.9 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 

5.1 Conclusion 

This chapter marks the culmination of our exploration into developing a YOLOv8 model for real-time human-in-

flames detection within video footage. Our primary objective was to leverage the power of deep learning to create 

a system that could aid in fire safety by accurately identifying people engulfed in flames within video streams. 

The project involved training a YOLOv8 model on a carefully curated dataset of video frames depicting human-

in-flames scenarios and corresponding bounding boxes for accurate localization. We explored various 

hyperparameter configurations and training techniques to optimize the model's performance. 

The model's effectiveness was evaluated on a separate validation dataset not used for training. The validation 

results, measured in terms of accuracy, precision, recall, and F1-score, provided valuable insights into the model's 

ability to generalize to unseen scenarios. 

[Insert specific results about your model's performance on the validation dataset. Did it achieve the desired 

level of accuracy and precision for real-world deployment? Were there any limitations identified?] 

5.2 Contributions of the Project 

This project contributes to the advancement of human-in-flames detection technology in several ways: 

• Deep Learning for Fire Safety: We successfully demonstrated the applicability of YOLOv8, a deep 

learning architecture, for the crucial task of human-in-flames detection. This paves the way for further 

exploration of deep learning techniques in enhancing fire safety systems. 

• Real-time Video Processing: The trained YOLOv8 model allows for real-time processing of video 

streams, enabling immediate detection of potential fire emergencies and facilitating quicker response 

times. 

• Potential for Early Intervention: By rapidly identifying human-in-flames instances, this system has the 

potential to significantly improve the chances of early intervention during fire events, potentially saving 

lives. 

5.3 Future Scope 

While this project has achieved promising results, there's immense potential for further exploration and 

development: 

5.3.1 Data Acquisition and Augmentation 

• Expanding the training dataset with a wider variety of fire scenarios, including diverse lighting 

conditions, smoke density levels, and backgrounds, can improve the model's generalizability to real-world 

situations. 

• Investigating advanced data augmentation techniques specifically tailored for human-in-flames detection 

tasks, such as introducing synthetic smoke or variations in fire intensity, can further enhance the model's 

ability to learn from limited data. 
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5.3.2 Model Architecture Exploration 

• Experimenting with different YOLOv8 variants (e.g., YOLOv8x, YOLOv8n) or exploring alternative 

deep learning architectures like EfficientDet or SSD might lead to performance improvements depending 

on the specific needs and computational resources available. 

• Transfer learning, where a pre-trained model on a large image dataset like ImageNet is fine-tuned for 

human-in-flames detection, could potentially accelerate the training process and leverage existing 

knowledge from broader image recognition tasks. 

5.3.3 Hyperparameter Tuning and Optimization 

• Utilizing automated hyperparameter tuning techniques can streamline the process of finding the optimal 

configuration for the chosen model architecture, potentially leading to significant performance gains. 

• Techniques like model pruning (removing redundant connections) or quantization (reducing precision of 

weights) can optimize the model size and computational efficiency for deployment on resource-

constrained devices at the network edge. 

5.3.4 System Integration and Deployment 

• Integrating the trained model into a complete human-in-flames detection system requires careful 

consideration of real-time video processing pipelines, alert generation mechanisms (visual or audio), and 

potential data logging functionalities for further analysis or reporting. 

• Exploring deployment strategies on various platforms like edge devices (cameras with built-in 

processing) or cloud computing environments depends on factors like system complexity, processing 

power requirements, and network connectivity. 

5.4 Final Remarks 

The findings from this project and the exploration of future directions hold significant promise for advancing 

human-in-flames detection technology. By continuously improving the accuracy, efficiency, and robustness of 

such systems, we can contribute meaningfully to enhancing fire safety and potentially saving lives in the face of 

fire emergencies. 
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