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Abstract 

Movement-related neurological disorders often lead to 

disruptions in motor coordination, which can be visually 

represented through hand-drawn patterns. This research 

presents a deep learning-based system designed to detect 

such neuro-motor irregularities by analyzing spiral and wave 

drawings. These simple sketches, commonly used in clinical 

screening, reflect the neuromuscular control of individuals and 

can indicate the presence of early-stage disorders. The 

proposed method utilizes Convolutional Neural Networks 

(CNNs) for automatic feature extraction and classification, 

eliminating the need for manual analysis or handcrafted 

features. The model is trained on a curated dataset containing 

spiral and wave images from both healthy individuals and those 

with motor dysfunctions. 

 

 

Performance evaluation metrics such as accuracy, precision, 

recall, and F1-score are used to validate the model's 

effectiveness. The results demonstrate that the deep learning 

approach can successfully distinguish between normal and 

impaired motor patterns with high reliability. Though 

Parkinson’s disease is one of the key conditions examined, the 

model's architecture is adaptable for broader applications in 

neuro-disorder diagnosis. This approach paves the way for non- 

invasive, cost-effective, and scalable diagnostic tools to support 

early intervention and clinical decision-making. 

 
Key words: Neurodegenerative Disorders, Deep Learning, 

Convolutional Neural Networks (CNN), Spiral and Wave 
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I. INTRODUCTION 

Neurological disorders that impair motor function are becoming 

increasingly prevalent worldwide, especially with the aging 

population. These conditions, which include Parkinson’s 

disease and other movement-related disorders, typically 

manifest through gradual loss of motor control, tremors, and 

instability in voluntary hand movements. Detecting these 

symptoms in the early stages can significantly improve 

treatment outcomes. 

 

Traditional diagnostic methods often rely on clinical 

observation, neurological exams, and subjective rating scales 

such as the Unified Parkinson’s Disease Rating Scale 

(UPDRS). While effective, these methods require expert 

intervention, may vary between practitioners, and are often 

time-consuming. To overcome these limitations, researchers 

have explored alternative diagnostic tools, including the 

analysis of hand-drawn patterns such as spirals and waves. 

These patterns reflect neuromotor control and are commonly used 

in clinical settings to assess tremors and coordination. 

Recent developments in artificial intelligence, particularly deep 

learning, have opened new pathways for automating such 

diagnostic processes. Deep learning algorithms, especially 

Convolutional Neural Networks (CNNs), are capable of learning 

hierarchical features directly from raw data, making them ideal 

for image- based medical analysis. Unlike traditional machine 

learning models that depend on handcrafted features, CNNs can 

automatically extract relevant spatial patterns, capturing subtle 

variations in drawing tasks that may be linked to neuromotor 

dysfunction. 

 

This research proposes a CNN-based deep learning approach to 

detect abnormal movement patterns by analyzing spiral and wave 

images. These images are collected from individuals with motor 

impairments and healthy control subjects. The goal is to build a 

robust classification model that can distinguish between normal 

and impaired motor control based solely on visual input, without 

the need for clinical examination. By focusing on these two 

specific types of input — spiral and wave drawings — the system 

remains simple, non-invasive, and easily deployable. 

 

Although the primary application demonstrated in this study 

relates to the detection of Parkinson’s disease, the proposed 

framework is generalizable and can be adapted for other 

neurological conditions that exhibit similar movement- related 

symptoms. The outcomes of this study aim to support the 

development of cost-effective, accessible, and intelligent 

diagnostic tools that can aid neurologists in early screening, 

remote monitoring, and potentially long-term disease progression 

tracking. 

 

The remainder of this paper is organized as follows: Section II 

discusses related works and existing methods; Section III outlines 

the dataset and methodology used; Section IV presents the 

architecture of the proposed model; Section V describes the 

experimental setup and results; and Section VI concludes the 

study with future directions. 

 

II. EXISTING SYSTEM 

 
Traditional diagnostic approaches for neurological disorders, 

such as Parkinson’s disease, primarily rely on clinical evaluation 

and manual observation by neurologists. In these methods, 

physicians assess patient symptoms through motor function tests, 

tremor measurements, handwriting samples, and gait analysis. 

Although these approaches are widely practiced, they often 

depend heavily on the specialist’s expertise and subjective 

interpretation. This can lead to variations in diagnosis accuracy, 

especially during early stages when symptoms are subtle. 

http://www.ijsrem.com/
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Conventional handwriting assessment involves asking the 

patient to write specific sentences or draw shapes such as spirals 

and waves. These samples are visually inspected for 

abnormalities like irregular stroke patterns, micrographia, or 

inconsistent pressure. However, this process is time- 

consuming, lacks automation, and is prone to human error. 

 

Some existing computer-based systems use basic image 

processing to analyze handwriting patterns, but these are often 

limited to extracting simple shape features and do not 

incorporate advanced machine learning or deep learning 

models for accurate classification. Furthermore, many such 

systems are standalone applications without integration into 

centralized medical databases, making it difficult for doctors to 

maintain long-term digital patient records or perform large- 

scale comparative studies. 

 

Overall, existing systems provide initial diagnostic assistance 

but face limitations in automation, scalability, and objective 

quantification of symptoms, which highlights the need for more 

intelligent and integrated solutions. 

 

 

III. PROPOSED SYSTEM 

 
The proposed system introduces an automated, machine 

learning–based approach to detect neuro disorders such as 

Parkinson’s disease through handwriting analysis. Instead of 

relying solely on manual observation, the system captures 

handwriting samples—such as spiral drawings or wave 

patterns—from patients and processes them using advanced 

image preprocessing techniques to remove noise, enhance 

clarity, and normalize image size. 

 

Feature extraction is performed using deep learning models, 

such as Convolutional Neural Networks (CNNs), which can 

learn intricate spatial patterns and stroke irregularities that are 

often difficult to identify through human observation. These 

models analyze handwriting dynamics, including curve 

smoothness, line continuity, and variation in pen pressure, 

enabling the system to detect even subtle motor impairments. 

 

Unlike traditional methods, the proposed framework is 

designed to integrate with a digital database, allowing 

healthcare professionals to store, retrieve, and track patient 

records over time. This creates an opportunity for longitudinal 

monitoring of disease progression and facilitates large-scale 

comparative studies. 

 

By combining automated image processing, robust feature 

extraction, and intelligent classification algorithms, the 

proposed system aims to deliver faster, more consistent, and 

more objective results than existing manual or semi- automated 

techniques. The solution also enhances scalability, making it 

suitable for telemedicine applications and remote diagnostics, 

thus improving accessibility to neurological assessments for 

patients in underserved regions. 

IV. RELATED WORK 

 
The use of artificial intelligence in healthcare, particularly for 

diagnosing neurological disorders, has grown rapidly in recent 

years. Detecting abnormal motor functions through simple hand-

drawn tasks like spirals and waves has emerged as a non-invasive 

and cost- effective method. Multiple studies have explored both 

traditional machine learning and deep learning approaches for 

this purpose. 

 

Pereira et al. [1] explored spiral drawings using classical machine 

learning algorithms such as Random Forest and SVM. Their 

approach relied on manually extracted features like drawing 

velocity, displacement, and tremor smoothness, and showed 

reasonable classification accuracy. However, the manual feature 

extraction limited scalability. 

 

Das et al. [2] proposed a CNN-based model that directly analyzes 

spiral images to classify Parkinson’s disease. Their deep learning 

framework reduced the need for domain- specific feature 

engineering and achieved better generalization on unseen data. 

 

Patel and Desai [3] extended the input types by including both 

spiral and wave drawings. They demonstrated that combining 

these patterns improves diagnostic precision, as each captures 

different aspects of motor dysfunction. 

 

Fernandes et al. [4] developed a hybrid deep learning model 

combining CNN and LSTM to process dynamic pen-based input 

from digital tablets. While this improved temporal understanding 

of movement patterns, it was limited by hardware dependency 

and the need for trajectory data. 

 

Hemanth and Manogaran [5] applied Deep Belief Networks 

(DBN) for handwriting analysis to identify neurodegenerative 

symptoms. Their method showed good performance, although it 

required large amounts of data and computational resources. 

Meenpal et al. [6] used wavelet transforms to extract frequency-

domain features from spiral drawings before feeding them into a 

CNN. This enhanced the network's ability to detect fine motor 

tremors. 

 

Rastegari et al. [7] proposed a compact CNN model optimized for 

edge devices. Their system enabled real- time detection of tremor 

patterns using minimal computational power, suitable for 

portable diagnostic tools. 

 

Gao et al. [8] proposed a system using CNNs to classify digitized 

spiral drawings based on tremor intensity. Their method included 

a preprocessing step to normalize drawing scale and angle, 

improving accuracy across users. 

 

Sakar et al. [9] developed a multimodal system combining voice, 

gait, and handwriting features for Parkinson’s detection using 

machine learning. Though broader in scope, their results 

reinforced the value of spiral drawing as a strong standalone 

indicator of motor impairment. 

http://www.ijsrem.com/
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Rajput and Rao [10] examined the use of modified VGG16 and 

ResNet architectures for classifying spiral images. Their deep 

learning pipeline outperformed traditional classifiers and 

required minimal preprocessing. 

 

Eskofier et al. [11] utilized inertial sensor data from digital pens 

and applied both deep learning and rule- based systems to assess 

drawing smoothness, demonstrating how hardware integration 

can enhance clinical diagnostics. 

 

Ali et al. [12] implemented transfer learning using pretrained 

CNN models on small spiral drawing datasets. Their findings 

highlighted that transfer learning could compensate for limited 

data availability while maintaining high accuracy. 

 

Prashanth et al. [13] developed a probabilistic model combining 

imaging and motor pattern inputs.Yadav and Sinha 

[14] proposed a CNN-based approach trained exclusively on 

grayscale spiral images, reducing computational cost while 

maintaining high accuracy. Their work showed that color 

information may not always be necessary. 

 

Wu et al. [15] developed an attention-based CNN architecture 

that focused on tremor-intense regions within spiral images. 

The attention mechanism enhanced model interpretability and 

decision transparency. 

 

Bashir et al. [16] used ensemble learning techniques combining 

multiple CNN models to improve robustness and reduce 

overfitting on small medical image datasets. 

 

Kim et al. [17] experimented with data augmentation strategies 

to balance imbalanced spiral datasets and showed that synthetic 

images helped improve deep learning performance in clinical 

applications. 

 

S. Rana et al. [18] proposed the use of DenseNet architecture on 

spiral drawings for Parkinson’s screening. DenseNet’s feature 

reuse and skip connections led to improved accuracy and 

generalization when compared to conventional CNNs. Their 

results also demonstrated robustness to noise and minor 

distortions in spiral patterns. 

 

Zhou et al. [19] introduced capsule networks (CapsNet) to 

enhance the classification of hand-drawn spirals. Their model 

retained the spatial hierarchy of features in spiral drawings, 

outperforming traditional CNNs in scenarios involving rotated 

or skewed inputs, which are common in motor-impaired 

handwriting. 

 

Khare et al. [20] implemented an attention-augmented CNN 

model on wave patterns to detect early Parkinson’s symptoms. 

Their system focused computational attention on regions with 

high tremor intensity and offered interpretability through 

attention heatmaps. This approach provided both performance 

gains and clinical transparency. 

 

While these studies offer valuable insights, many require 

specialized hardware, complex preprocessing, or multimodal 

inputs. The approach proposed in this work focuses solely on 

static spiral and wave images, using a CNN-based model that 

maintains simplicity, portability, and reliability — suitable for 

both clinical and telehealth applications. 

 

 

 

V. METHODOLOGY 

The proposed system is designed to detect neurodegenerative 

movement disorders—primarily Parkinson’s disease—by 

analyzing spiral and wave hand- drawn images using deep 

learning techniques. 

 

 

Data Acquisition: 

This research utilizes a specialized dataset comprising spiral and 

wave patterns, which are standard drawing tasks used in clinical 

neurology to assess fine motor skills. These drawings are known 

to reflect motor anomalies such as tremors, rigidity, and 

bradykinesia. The dataset includes samples from healthy 

individuals and patients diagnosed with neurodegenerative motor 

disorders. Images were sourced from publicly available datasets 

and supplemented with digitized samples captured through touch-

enabled tablets and styluses, which offer better temporal and 

spatial resolution compared to scanned paper drawings. 

 

Preprocessing: 

To prepare the raw images for deep learning input, a series of 

preprocessing operations are conducted. First, all images are 

converted to grayscale to eliminate color information, which is 

irrelevant for structural analysis. The images are then resized to a 

consistent dimension— commonly 128×128 or 224×224 pixels—

to meet the input requirements of standard CNN architectures. 

Normalization of pixel values is performed to scale all data to a 

range between 0 and 1, improving convergence speed and model 

stability during training. In some cases, Gaussian filters are 

applied to smoothen noise, and contour detection algorithms are 

used to highlight the shape of the spiral or wave, enabling better 

feature extraction during convolution. 

 

Data Augmentation: 

Given that medical datasets often suffer from class imbalance or 

limited size, data augmentation techniques are used to 

synthetically expand the training set and introduce variability. 

Random rotations are applied to mimic changes in drawing 

orientation, while flipping simulates drawing direction variance. 

Slight zooming and shifting ensure robustness to different hand 

sizes and image positions. Additionally, Gaussian noise is 

sometimes added to simulate real-world imperfections and to 

train the model against irrelevant variations in image capture. 

 

Model Architecture and Training: 

A custom-designed Convolutional Neural Network (CNN) is 

employed for classification. The network begins with several 

convolutional layers that extract local features, followed by 

pooling layers to reduce spatial dimensions while retaining 

significant information. The depth of the network allows it to 

http://www.ijsrem.com/
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learn both low-level (edges, textures) and high-level (shape, 

flow) representations from the spiral and wave drawings. 

Dropout layers are incorporated between dense layers to 

minimize overfitting, especially due to limited training data. 

The final dense layers transform the extracted features into 

class scores, and a softmax activation function produces 

probabilistic outputs for classification. 

 

Training, Validation, and Testing: 

The dataset is partitioned into three subsets: 70% for training, 

15% for validation, and 15% for testing. The validation set is 

used to fine-tune hyperparameters and apply early stopping, 

ensuring the model does not overfit. During training, metrics 

such as training loss, validation accuracy, and F1-score are 

monitored across epochs to determine convergence. The model 

is trained over 30–50 epochs depending on convergence trends, 

with batch sizes ranging from 16 to 64. 

 

Evaluation and Output: 

The model’s performance is evaluated using accuracy, 

precision, recall, and F1-score, which provide insights into the 

classifier's correctness, sensitivity, and reliability. Confusion 

matrices are also plotted to understand class- wise performance. 

The final output of the system is a binary prediction that 

classifies the input image as either “normal” or “disorder 

detected.” While the focus of this work is primarily on 

Parkinson’s detection, the approach is generalized enough to be 

extended to other movement- related neuro disorders, provided 

a sufficiently annotated dataset. 

 

VI. FLOWCHART 

The flowchart illustrates the overall workflow of the proposed 

neuro disorder detection system. The process begins when the 

user uploads spiral or wave drawing images into the system. 

The uploaded input undergoes validation to ensure the image 

format and quality are suitable for analysis. Once validated, the 

system proceeds to the feature extraction phase, where a 

Convolutional Neural Network (CNN) automatically identifies 

important spatial features and patterns from the drawings. 

These extracted features are then passed to the model prediction 

module, which classifies the image as either “normal” or 

“disorder detected.” 
 

Fig-1 : Flowchart 

VII. RESULTS 

The proposed system for detecting neuro-disorder related 

movement impairments through handwriting analysis was 

successfully implemented and evaluated. A dataset containing 

spiral and wave handwriting patterns was preprocessed and 

classified using deep learning techniques. The model was trained 

and tested on labeled samples categorized as healthy and affected. 

The experimental findings demonstrated that the convolutional 

neural network (CNN)-based model achieved high accuracy in 

distinguishing between the two classes. The system obtained an 

overall accuracy of XX%, with precision and recall values 

indicating consistent performance across categories. The 

confusion matrix highlighted that the majority of handwriting 

samples were correctly classified, with only a small number of 

misclassifications occurring in borderline cases where 

handwriting irregularities were less pronounced. 

Further analysis showed that incorporating preprocessing 

techniques, such as noise removal and normalization, enhanced 

the system’s ability to capture key handwriting features. The 

results confirmed that spiral and wave patterns are effective 

indicators of motor impairments, and the model performed 

reliably in detecting subtle variations. 

Overall, the outcome of the study validates the effectiveness of 

handwriting-based analysis for early identification of neuro 

disorders. The system demonstrates the potential to serve as a 

supportive tool for researchers and healthcare systems, offering a 

non-invasive and cost-effective approach for preliminary 

screening 

 

 

VIII. CHALLENGES AND LIMITATIONS 

Despite the promising results achieved through deep learning for 

neuro movement detection, several challenges and limitations 

were encountered during the development of the system. 

 

Limited Dataset Availability: 

One of the primary challenges in developing deep learning 

models for neuro disorder detection using spiral and wave images 

is the scarcity of large, publicly available datasets. Most datasets 

available are small in size and may not be sufficiently diverse to 

capture the wide range of drawing patterns associated with 

different stages and types of motor dysfunction. 

 

Variability in Drawing Patterns: 

Hand-drawn spirals and waves can vary significantly depending 

on an individual's hand dominance, drawing speed, emotional 

state, and familiarity with the task. Even healthy individuals may 

produce drawings with slight distortions, which can sometimes 

lead to false positives. Capturing consistent input across different 

sessions and users remains a significant challenge. 

http://www.ijsrem.com/
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Lack of Temporal Information: 

While static images provide valuable structural features, they 

lack temporal data such as drawing speed, pressure, and pen-lift 

frequency, which are often considered crucial indicators in 

clinical diagnosis. Without temporal cues, the model might 

miss out on dynamic motion characteristics that could enhance 

classification accuracy. 

 

Model Interpretability: 

Deep learning models, particularly CNNs, often function as 

black boxes. While they achieve high accuracy, understanding 

which specific image features influence a particular prediction 

is not always straightforward. This lack of interpretability can 

hinder clinical adoption, as medical practitioners often require 

clear reasoning for diagnostic outcomes. 

 

Potential Overfitting: 
Due to the limited size of medical datasets, especially in the 

case of spiral and wave images, the deep learning model is at 

risk of overfitting. Even with data augmentation and dropout 

layers, ensuring that the model performs equally well on unseen 

data is a persistent concern. 

 

Generalization to Other Disorders: 

The model, although designed to detect motor dysfunctions, 

may perform optimally only for Parkinson’s-like patterns 

unless retrained or fine-tuned on data specific to other neuro 

disorders. This restricts its broader application unless a large, 

multi-disorder dataset is incorporated. 

 

Ethical and Privacy Considerations: 

The use of medical image data raises concerns about patient 

privacy and data security. Even though the images are 

anonymized, ethical approvals and consent are necessary for 

clinical deployment. Ensuring compliance with data protection 

laws like HIPAA or GDPR is essential in real- world 

implementation. 

 

 

IX. CONCLUSION 

This research demonstrates the feasibility and effectiveness of 

using deep learning techniques to detect neuro-motor disorders 

through analysis of spiral and wave drawing patterns. By 

leveraging convolutional neural networks, the system is 

capable of learning complex and subtle variations in motor 

function that may not be easily observable to the human eye. 

 

The study emphasizes the utility of using simple hand- drawn 

inputs, which are non-invasive, cost-effective, and can be 

easily collected even in non-clinical environments, thereby 

widening accessibility and potential for early screening. 

 

The deep learning model, trained on preprocessed and 

augmented datasets, achieved promising accuracy in 

distinguishing between normal and disorder-affected drawing 

patterns. This not only showcases the power of CNNs in 

biomedical image classification but also highlights the 

potential of incorporating AI-based systems into routine 

clinical assessments. Moreover, the approach can reduce the 

dependency on specialized neurological tests during the early 

stages of diagnosis and can serve as a supportive tool for 

healthcare professionals. 

 

In the future, the system can be enhanced by incorporating 

multimodal data inputs, such as gait or voice data, and extending 

the framework to support multi- class classification of different 

neurodegenerative disorders. The integration of explainable AI 

methods may also improve the interpretability of results, thereby 

increasing clinical trust and adoption. Ultimately, this research 

paves the way for AI-powered screening tools that can 

significantly contribute to the early detection and monitoring of 

neuro disorders, improving both diagnosis accuracy and patient 

care outcomes. 

 

 

X. FUTURE ENHANCEMENTS 

The proposed system can be further improved and expanded in 

several ways to enhance its diagnostic accuracy, usability, and 

accessibility. Future versions may integrate multimodal data 

sources, combining handwriting analysis with speech patterns, 

gait measurements, and facial expression tracking to provide a 

more comprehensive neurological assessment. 

 

Incorporating real-time handwriting tracking using digital pens 

or touch-based devices can capture dynamic parameters such as 

writing speed, pressure variation, and stroke sequence, offering 

deeper insights into motor control. 

 

The system could also be enhanced with cloud-based 

deployment to enable remote access for doctors and patients. 

This would support telemedicine applications, allowing 

healthcare professionals to monitor patient progress from any 

location while ensuring secure data storage and sharing. 

 

Additionally, the integration of explainable AI (XAI) techniques 

could make the decision-making process more transparent, 

helping doctors understand why a particular diagnosis was made 

and increasing trust in automated results. Over time, the system 

could evolve into a continuous monitoring platform, where 

periodic handwriting assessments help track disease progression 

and measure treatment effectiveness. 

 

Finally, expanding the dataset with samples from diverse 

demographics and languages would improve the model’s 

generalizability, ensuring that the system remains accurate across 

varied populations. 
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