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ABSTRACT 

 

Pneumonia stands out as one of the prevailing infections worldwide, typically stemming from bacterial, 

fungal, or viral sources. This inflammatory condition targets the lung tissue, causing swelling in either one 

or both lungs, with bacterial infection being a frequent culprit. Recognizable symptoms of pneumonia 

encompass a persistent cough, labored breathing, elevated heart rate, fever, profuse sweating, shivering, 

loss of appetite, and chest pain. 

 

In the United States alone, pneumonia contributes to over one million hospitalizations and approximately 

fifty thousand deaths annually. The primary diagnostic method involves the use of chest X-rays, a widely 

adopted practice to identify and assess pneumonia symptoms. Within the human respiratory system, viral 

and bacterial pneumonia emerge as the most prevalent types. Medical professionals rely on chest X-ray 

examinations to differentiate between these two forms, aiding in accurate diagnosis and subsequent 

treatment. 

 

OBJECTIVE 

 

In this undertaking, our research revolves around the creation and visualization of a Convolutional Neural 

Network (CNN) with the primary goal of identifying symptoms indicative of pneumonia in patients. 

Furthermore, the CNN will be designed to discriminate between bacterial and viral pneumonia cases. An 

integral component of our research involves preprocessing the image dataset using a variety of image 

processing algorithms to enhance the accuracy and effectiveness of the CNN. 

 

The CNN, a specialized deep learning model for image recognition tasks, will be instrumental in analyzing 

medical images to detect patterns associated with pneumonia symptoms. Leveraging its ability to learn 

hierarchical features from images, the CNN will contribute to a more nuanced understanding of the 

distinctions between bacterial and viral pneumonia. 

 

To optimize the performance of our CNN, we will implement diverse image processing algorithms during 

the dataset preprocessing phase. These algorithms aim to enhance image quality, reduce noise, and extract 

relevant features that are crucial for accurate diagnosis. The integration of cutting-edge techniques in image 

processing will fortify the capabilities of our model, ensuring robust and reliable results in the detection 

and differentiation of pneumonia cases. 

 

Ultimately, our research aspires to harness the power of advanced deep learning and image processing 

technologies to contribute meaningfully to the field of medical diagnostics, particularly in the identification 

and categorization of pneumonia, thereby facilitating more informed and targeted healthcare interventions. 
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DATASET USED 

 

https://kaggle.com/paultimothymooney/chest-xray-pneumonia 

 

In the second phase of our research, we are delving into Digital Image Processing (DIP), a method that 

involves the application of computer algorithms to enhance or extract valuable information from digital 

images using a digital computer. The process encompasses several key steps, commencing with Image 

Acquisition, where the images are imported into the system. Following this, the images undergo analysis 

and manipulation using a variety of algorithms, culminating in the generation of an output, which can either 

be an altered image or a comprehensive report based on the analysis of the input image. 

 

Our focus in this stage is to implement a series of image manipulation techniques on the dataset previously 

collected during the initial review. These techniques encompass a spectrum of algorithms designed to 

improve the quality, extract features, and facilitate a more nuanced analysis of the images. The application 

of these techniques aims to refine the dataset, ensuring that it is optimized for subsequent stages of our 

research, particularly for the Convolutional Neural Network (CNN) development. 

 

The manipulation techniques we plan to employ include, but are not limited to, methods for noise reduction, 

contrast enhancement, edge detection, and feature extraction. Each technique is carefully chosen to address 

specific aspects of the images and contribute to the overall improvement of the dataset's quality. 

 

By integrating these Digital Image Processing techniques, we aim to create a robust and refined dataset that 

will serve as a foundation for the subsequent stages of our research, ultimately enhancing the accuracy and 

reliability of our Convolutional Neural Network in detecting and differentiating pneumonia symptoms in 

patients. 
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Basic Architecture of Inception-v3 

 

 

 

 

 

Image Enhancement in the Frequency Domain 

Fourier Transform 

The process you are describing is the transformation of an image from the spatial domain to the frequency 

domain, typically achieved through a mathematical operation known as the Fourier Transform. This 

transformation allows the visualization of an image as a combination of high and low frequencies, providing 

valuable insights into its frequency components. 

 

In the frequency domain representation of an image, low frequencies are concentrated towards the center 

of the plot, while high frequencies are dispersed around the edges. This distribution is a result of the spatial 

arrangement of pixel intensities in the original image. Low-frequency components often correspond to 

gradual changes or smooth transitions in the image, such as broad color gradients or large objects. On the 

other hand, high-frequency components represent rapid changes, fine details, or edges in the image. 

 

By converting the image to the frequency domain, this visualization helps in analyzing and understanding 

the dominant frequency components present in the image. This technique is widely used in image 

processing and computer vision applications, where the manipulation of frequency components can be 

beneficial for tasks such as image compression, filtering, and feature extraction. The Fourier Transform is 

a fundamental tool in signal and image processing for its ability to decompose signals/images into their 

constituent frequencies. 
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Absolutely, your understanding is spot on. Once an image has been transformed into the frequency domain 

through Fourier Transform, various filters can be applied to manipulate specific frequency components. 

This process is commonly known as frequency domain filtering. 

 

1. High-Pass Filter for Edge Detection: 

   - High-pass filters allow high-frequency components to pass through while attenuating or eliminating 

low-frequency components. In the context of image processing, this can be employed for edge detection. 

Edges and fine details often correspond to high-frequency information in the frequency domain. 

 

2. Low-Pass Filter for Noise Reduction and Blurring: 

   - Low-pass filters, conversely, permit low-frequency components and attenuate high-frequency ones. This 

property makes them useful for tasks like noise reduction and blurring. Noise, which is often high-

frequency, can be diminished, and the overall image can be smoothed or blurred by eliminating high-

frequency details. 

 

3. Band-Pass Filter for Selective Frequency Range: 

   - Band-pass filters allow a certain range of frequencies to pass through while blocking others. This can 

be useful when you want to focus on a specific range of details within the image. It combines aspects of 

both low-pass and high-pass filtering. 

 

By strategically applying these filters in the frequency domain and then performing the inverse Fourier 

Transform, you can achieve various image processing goals. Edge detection, noise reduction, and blurring 

are just a few examples of the applications made possible by manipulating the frequency components of an 

image. This approach is widely utilized in fields such as computer vision and medical image processing to 

enhance or extract specific features from images. 
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Applying High pass filter 

 

 

 

 

Applying Low pass filter 
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Applying Band pass filter 

 

 

 

 

Image Restoration using morphological process 

 

Introducing noise to image 

Here we are adding gaussian noise to the input image 

 

 

 

 

 

 

 

To reduce the noise introduced in the image various filters are tried. 

 

 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

            Volume: 07 Issue: 11 | November - 2023                    SJIF Rating: 8.176                          ISSN: 2582-3930       

 

© 2023, IJSREM      | www.ijsrem.com                                                                                                               |        Page 7 
 

2D Convolution 

 
 

 

 

Averaging Filter 

 
 

Median Filter 

 
 

Image Segmentation 

Image Thresholding 
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Morphological Process (for noisy and original) 

 

 

 

Canny algorithm 

Here we have used canny algorithm of the OpenCV library in python for the detection of 

edges. 

Contours 

The next block of code is written to draw the image contours using drawContours 
function of the OpenCV library 

 

Methodology 

 

Your research is both important and timely, especially considering the increasing use of deep learning, 

specifically Convolutional Neural Networks (CNNs), in medical image analysis. The capability of CNNs 

to automatically learn hierarchical features from images makes them well-suited for tasks like pneumonia 

detection and classification. 

 

It's noteworthy that the conventional approach to CNN architectures in medical image classification has 

often involved trial-and-error processes to design effective networks. Your research acknowledges this and 

suggests a need for innovation in the architecture to improve classification accuracy and efficiency. 

 

The demonstration you provided, comparing chest X-rays of a normal patient, a patient with bacterial 
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pneumonia, and a patient with viral pneumonia, illustrates the real-world application of your research. The 

visual contrast in the X-ray images makes it clear how critical accurate classification is for medical 

practitioners in diagnosing and treating respiratory conditions. 

 

In your CNN development, you might consider exploring transfer learning, where a pre-trained CNN model 

on a large dataset (e.g., ImageNet) is fine-tuned on your medical image dataset. This approach often helps 

when working with limited medical image data. 

 

Moreover, keep in mind the ethical implications, such as patient privacy and the importance of collaboration 

with medical professionals to ensure the CNN's outputs align with clinical expertise. 

 

. 

 

 

How is pneumonia diagnosed and evaluated? 

 

Your primary healthcare provider will initiate the diagnostic process by inquiring about your medical 

history and symptoms. A comprehensive physical examination will follow, during which your doctor will 

auscultate your lungs, listening for unusual sounds like crackling, rumbling, or wheezing. In the assessment 

for pneumonia, the doctor will pay particular attention to identifying abnormal respiratory sounds. 

 

If pneumonia is suspected, your doctor may recommend an imaging test to confirm the diagnosis. Several 

tests may be prescribed to assess for pneumonia, including: 

 

1. Chest X-ray 

   - This examination allows the doctor to visualize your lungs, heart, and blood vessels, aiding in the 

determination of pneumonia. The radiologist will analyze the X-ray for the presence of white spots in the 

lungs, known as infiltrates, which are indicative of infection. Additionally, the X-ray can reveal potential 

complications related to pneumonia, such as abscesses or pleural effusions (accumulation of fluid around 

the lungs). 

 

 

Dataset used 

https://kaggle.com/paultimothymooney/chest-xray-pneumonia 

 

The dataset comprises 5,863 JPEG images of chest X-rays categorized into two groups: Pneumonia and 

Normal. These images were sourced from retrospective cohorts of pediatric patients aged one to five years 

at the Guangzhou Women and Children’s Medical Center in Guangzhou. The chest X-rays were acquired 

as part of routine healthcare procedures for the pediatric population.
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The dataset comprises 5,863 JPEG images of chest X-rays categorized into two groups: Pneumonia and 

Normal. These images were sourced from retrospective cohorts of pediatric patients aged one to five years 

at the Guangzhou Women and Children’s Medical Center in Guangzhou. The chest X-rays were acquired 

as part of routine healthcare procedures for the pediatric population.In the chest X-ray image analysis, a 

meticulous quality control process was implemented initially. This involved the removal of all scans 

deemed to be of low quality or unreadable. Subsequently, the images underwent a grading process 

conducted by two expert physicians to assign diagnoses. Only after this rigorous grading by the experts 

were the images considered suitable for training the artificial intelligence (AI) system. 

 

To ensure the accuracy of the grading process and account for any potential errors, a third expert conducted 

an evaluation of the image set. This additional step was taken to enhance the reliability of the diagnostic 

information and to minimize the risk of inaccuracies in the training data for the AI system.. 

 

Chest X-Ray Dataset 

Type Test Train 

Normal 234 1341 

Pneumonia 390 3875 

 

Table 1. Number of images under test and train files 

 

 

 

 

Expected Result 

 

 

To find out how accurately the applied algorithm can distinguish between patients diagnosed with 

pneumonia or not on the basis of the chest x rays. 

 

 

 

ALGORITHM USED 

 

Transfer Learning 

 

Transfer learning is a machine learning technique that involves leveraging a model developed for one task 

as the initial foundation for a model aimed at a different task. This method is particularly prominent in the 

realm of deep learning, where pre-existing models are employed as starting points for tasks in computer 
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vision and natural language processing. This is especially beneficial due to the considerable computational 

and time resources typically required for the development of neural network models for these complex 

problems. Utilizing pre-trained models not only expedites the training process but also capitalizes on the 

significant advancements in performance and accuracy that these models have achieved on related 

problems. 

 

 

 

 

 
 

 

 

Goals: 

1. Image Classification without Custom Models: 

   - The primary objective is to perform image classification without developing a custom model, utilizing 

pre-existing models provided by Keras. 

 

2. High Accuracy Across Diverse Images: 

   - Achieving a high level of accuracy in classifying a wide range of images is a key goal. This encompasses 

diverse image types and content. 

 

Advantages of Transfer Learning: 

1. Simplicity of Integration: 

   - Transfer learning is straightforward to incorporate into the research, streamlining the development 

process and allowing for quicker implementation. 

 

2. Quick Attainment of High Performance: 

   - By leveraging pre-trained models, the research aims to achieve comparable or enhanced performance 

swiftly, capitalizing on the knowledge embedded in these models. 

 

3. Reduced Dependency on Labeled Data: 

   - Transfer learning reduces the reliance on extensive labeled datasets, making it more feasible to achieve 

robust model performance with limited labeled data. 

 

4. Versatility in Use Cases: 

   - The advantages extend to various applications, including transfer learning, prediction tasks, and feature 

extraction, highlighting the flexibility and broad utility of this approach. 
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Implementation 

 

Importing libraries 

 

 

 

A function to label the images in the dataset based upon whether the person is normal or 

diagnosed with pneumonia 

Normal patient has been labeled 0 

 

Pneumonia diagnosed patient has been labeled 1 Testing 

Accuracy with different Filters 

 

 

 

 

 

 

 

 

 

A function which takes the dataset directory as an argument written to perform 

preprocessing on the image dataset which includes 

• Image grey-scaling 

• Image resizing 

• Storing the greyscale values and labels in x and y variables 

 

 

Combining the above two functions to write the function get_data with directory as an 

argument returning the x and y variables containing arrays of image greyscales and labels 

respectively. 
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Applying the get_data function to train and test directories to get (X_train, 

y_train) and (X_test, y_test) pairs respectively. 

 

 

 

Importing to_categorical function from keras library which returns a binary matrix 

representation of the input vector supplied. Applying the to_categorical function on the 

y_train and y_test arrays (label arrays) 
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Using matplotlib to demonstrate pneumonia and no pneumonia images side by side. 

 

 

 

In the below images, it can be seen that the right-side images are chest x-rays of the person 

diagnosed with pneumonia. It is differentiated by observing the increased amount of cloudiness 

in the lungs. 
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Models often benefit from reducing the learning rate once learning stagnates. For this, we used 

ReduceLROnPlateau which monitors accuracy setting the factor by which to reduce learning 

rate as 0.1. Verbose is 1: update messages. Patience: number of epochs that produced the 

monitored quantity with no improvement after which training will be stopped. 
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Transfer learning 

 

Transfer learning is a machine learning approach where a model created for a particular task is adapted as 

the initial architecture for a model aimed at a different task. Widely employed in deep learning, particularly 

for tasks in computer vision and natural language processing, this strategy harnesses pre-trained models. It 

takes advantage of the considerable computational and time resources needed to construct neural network 

models for these challenges, yielding significant performance enhancements for related problems. 

 

We specified the transfer learning weights filepath and called ModelCheckPoint to save 

model to the given filepath after every epoch. 

 

 

Inception v3 is a widely-used image recognition model that has been shown to attain greater 

than 78.1% accuracy on the ImageNet dataset. The model is the culmination of many ideas 

developed by multiple researchers over the years. 

Importing and preparing the base InceptionV3 model 

 

 

 

Configuring the base model weights and compiling the model set for accuracy 

prediction 
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Setting up batch size and number of epochs and calling model.fit to train the model and 

storing the output in history variable. The batch size has been set up to be 64 and number of 

epochs are 10. 
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Using matplotlib to trace the model accuracy and model loss with the respect to the number of 

epochs 

 

 

 

Representing the model accuracy by plotting the confusion matrix with x axis is the predicted 

result and y axis as the true result. 

First quadrant represents that patient is not diagnosed with pneumonia and model predicted for 

the same. 

Second quadrant shows the number of cases where person is not diagnosed with pneumonia 

but model predicted that patient has pneumonia. 

Third quadrant is most critical one as it shows the number of cases where the patient is 

diagnosed with pneumonia and model predicted opposite. 

Second quadrant shows the number of cases where person is diagnosed with pneumonia and 

model predicts for the same. 
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Accuracy of the model when the person is not actually suffering from pneumonia came out to be 

76% 

 

 

Accuracy of the model when the person is actually suffering from pneumonia 

came out to be 98% 
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Results 

 

Therefore, by implementing a Convolutional Neural Network on the provided dataset, we attain a 97% 

accuracy in correctly identifying cases diagnosed with pneumonia and a 76% accuracy in correctly 

classifying cases that are not diagnosed with pneumonia.
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Conclusion 

 

This research represents a modest stride in leveraging the combined potential of image processing and deep 

learning within the medical domain, with much more anticipated in the future. The model developed 

demonstrated notable success, achieving an accuracy of approximately 98% when diagnosing pneumonia 

in patients. The synergy of Transfer Learning and image processing algorithms served as the primary 

catalyst for the research's accomplishments. It is evident that Transfer Learning is poised to be a pivotal 

force propelling the success and widespread adoption of machine learning and deep learning within various 

industries, particularly in the field of medicine. 
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