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Abstract - Diabetes is a serious disease that affects 

the majority of the population. It is caused due to increased 

blood sugar level because of imbalance in insulin processing 

by the body. Machine learning is an emerging scientific field 

in data science dealing with the ways in which machines learn 

from experience. The aim of this work is to make an early 

prediction of diabetes more precisely by using a variety of 

machine learning algorithms. Machine learning algorithms 

provide better results in diabetes prediction by constructing 

models from patient datasets. This project has incorporated the 

algorithms like Naive Bayes, K-Nearest Neighbor (KNN), 

Logistic Regression, Random Forest, Support Vector Machine 

(SVM), Decision Tree, Multi-Layer perceptron (MLP) and 

Logistic Model Tree (LMT). The accuracy is different for all 

of them.  
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1.INTRODUCTION  
 Diabetes is a disease that occurs when your blood 

glucose, also called blood sugar, is too high. Blood glucose is 

your main source of energy and comes from the food you eat. 

Insulin, a hormone made by the pancreas, helps glucose from 

food get into your cells to be used for energy. Sometimes your 

body doesn’t make enough or any insulin or doesn’t use insulin 

well. Glucose then stays in your blood and doesn’t reach your 

cells.Over time, having too much glucose in your blood can 

cause health problems. Although diabetes has no cure, you can 

take steps to manage your diabetes and stay healthy. Sometimes 

people call diabetes “a touch of sugar” or “borderline diabetes.” 

These terms suggest that someone doesn’t really have diabetes 

or has a less serious case, but every case of diabetes is 

serious.The most common types of diabetes are type 1, type 2, 

and gestational diabetes. If you have type 1 diabetes, your body 

does not make insulin. Your immune system attacks and 

destroys the cells in your pancreas that make insulin. Type 1 

diabetes is usually diagnosed in children and young adults, 

although it can appear at any age. People with type 1 diabetes 

need to take insulin every day to stay alive. If you have type 2 

diabetes, your body does not make or use insulin well. You can 

develop type 2 diabetes at any age, even during childhood. 

However, this type of diabetes occurs most often in middle-

aged and older people. Type 2 is the most common type of 

diabetes. Gestational diabetes develops in some women when 

they are pregnant. Most of the time, this type of diabetes goes 

away after the baby is born. However, if you’ve had gestational 

diabetes, you have a greater chance of developing type 2 

diabetes later in life. Sometimes diabetes diagnosed during 

pregnancy is actually type 2 diabetes. Less common types 

include monogenic diabetes, which is an inherited form of 

diabetes, and cystic fibrosis-related diabetes . 

2. SYSTEM IMPLEMENTATION: 

EXISTING SYSTEM: 

Diabetes Mellitus is among critical diseases and lots 

of people are suffering from this disease. Age, obesity, lack of 

exercise, hereditary diabetes, living style, bad diet, high blood 

pressure, etc. can cause Diabetes Mellitus. People having 

diabetes have high risk of diseases like heart disease, kidney 

disease, stroke, eye problem, nerve damage, etc. Current 

practice in hospital is to collect required information for 

diabetes diagnosis through various tests and appropriate 

treatment is provided based on diagnosis. Big Data Analytics 

plays an significant role in healthcare industries. Healthcare 

industries have large volume databases. Using big data 

analytics one can study huge datasets and find hidden 

information, hidden patterns to discover knowledge from the 

data and predict outcomes accordingly. In existing method, the 

classification and prediction accuracy is not so high. In this 

paper, we have proposed a diabetes prediction model for better 

classification of diabetes which includes few external factors 

responsible for diabetes along with regular factors like Glucose, 

BMI, Age, Insulin, etc. Classification accuracy is boosted with 

new dataset compared to existing dataset. Further with imposed 

a pipeline model for diabetes prediction intended towards 

improving the accuracy of classification. 

 

PROPOSED SYSTEM: 
First, the dataset was collected and preprocessed to remove 

the necessary discrepancies from the dataset, for example, 

replacing null instances with mean values, dealing with 

imbalanced class issues, Standardization and Normalization etc. 

Then the dataset was separated into the training set and test set 

using the holdout validation technique. Next, different 

classification algorithms (Logistic Regression, Naive Bayes, 

Support Vector Machine, K-Nearest Neighbor, Random Forest, 

Decision Tree, Multi-Layer Perceptron and Logistic Model 

Tree) were applied to find the best classification algorithm for 

this dataset. Finally, the best-performed prediction model 

(Predicting Before 10 Years) is deployed into the proposed 

website (Using Streamlit).  
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3.SYSTEM ARCHITECTURE: 

The aim of this project is to develop a system which can perform 

early prediction of diabetes for a patient with a higher accuracy 

by combining the results of different machine learning 

techniques. The algorithms like K nearest neighbour, Logistic 

Regression, Random forest, Support vector machine and 

Decision tree are used. The accuracy of the model using each of 

the algorithms is calculated. Then the one with a good accuracy 

is taken as the model for predicting the diabetes. Fig -1: System 

Architecture Diagram The presence of disease has been 

identified using the appearance of various symptoms. However, 

the methods use different features and produces varying 

accuracy. The result of prediction differs with the 

methods/measures/ features being used. Towards diabetic 

prediction, a Disease Influence Measure (DIM) based diabetic 

prediction has been presented. The method pre processes the 

input data set and removes the noisy records. In the second 

stage, the method estimates disease influence measure (DIM) 

based on the features of input data point. Based on the DIM 

value, the method performs diabetic prediction. Different 

approaches of disease prediction have been considered and their 

performance in disease prediction has been compared. The 

analysis result has been presented in detail towards the 

development. 

Fig-1: System architecture 

 

Table -1: Model accuracy after testing 

 

MODEL ACCURACY 

Logistic Regression 78% 

K-Nearest Neighbor 87.3% 

Naïve Bayes 76.3% 

SVM 77.8% 

Random Forest 99.6% 

Decision Tree 99.2% 

MLP 78.7% 

Logistic Model Tree 73.6% 

 

4. CONCLUSION: 

 
   Diabetes is one of the most chronic and the largest growing 

disease in India. According to the World Health Organization 

(WHO), India had 69.2 million people living with diabetes as of 

2015. A study conducted by the American Diabetes Association 

states that India will see a great increase in the number of people 

diagnosed with diabetes by the 2030. Identifying diabetes or 

predicting the upcoming of a diabetic life can be propelled by 

using various machine learning techniques like Naive Bayes, K-

Nearest Neighbor (KNN), Logistic Regression, Random Forest, 

Support Vector Machine (SVM), Decision Tree, Multi-Layer 

perceptron (MLP) and Logistic Model Tree (LMT) etc. From 

this project, we can conclude that the best method of prediction 

of diabetes is Random Forest and Decision Tree. This method 

gives us an approximate result after the splitting and analysis of 

the training and testing data. The efficiency of this method is 

much better compared to that of another all algorithm. The 

analysis done from the PIMA dataset is really important. The 

aim of splitting the dataset is to find the highest/best accuracy of 

the Algorithms and as to how they would respond if the data 

split set is varied. Procuring the dataset make accuracy of our 

prediction model is high. Preprocessing of the dataset makes 

sure that all the attributes (columns) are taken into account while 

predicting. From the above prediction and analysis, we can 

observe that the results obtained using Random Forest 

Algorithm give us an accuracy of 99% and Decision Tree 

Algorithm give us an accuracy of 99%. Hence this proposed 

method will give us an efficient method for both analysis and 

prediction of diabetes. 

 

FUTURE ENHANCEMENT: 

 So, more early identification, detection and diagnosis is of 

at most importance. So, we can do prediction and analysis by 

using other algorithms on our dataset. The process of Feature 

Selection can be done more efficiently so that we can reduce the 

number and type of attributes. This will increase the 

performance of our algorithms. We can also narrow down the 

most important attributes or features that are useful for diabetes 

prediction.  Healthcare professions found it hard to find 

healthcare data and perform analysis on them due to lack of 

tools, resources. But using ML, we can overcome this and can 

perform analysis on real-time data leading to better modelling, 

predictions. This enhances and improves the overall healthcare 

services. Now, IOT is being integrated with ML in order to 

make smart healthcare devices which sense if there is any 

change in the person’s body, health data when he uses the device 

(Pacemaker, Stethoscope, etc.) and this will notify the person 

regarding this through an app. This helps in easy monitoring, 

advanced prediction and analysis thereby reducing errors, 

saving time and life of people. 
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