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ABSTRACT 

The Denial-of-Service (DoS) attacks are among the most 

common and malicious types of cybersecurity attacks. These 

attacks attempt to disrupt the normal traffic and function of a 

targeted server or network. Although the launch of Internet 

Protocol version six (IPv6) addressed the issue of IPv4’s address 

depletion, but also mandated the use of Internet Control 

Message Protocol version six (ICMPv6) messages in newly 

introduced features such as the Neighbour Discovery Protocol 

(NDP). This has exacerbated existing network attacks including 

ICMPv6-based Denial of Service (DoS) attacks and its variant 

form Distributed Denial of Service (DDoS) attack. Intrusion 

Detection Systems (IDS) aimed at tackling security issues raised 

by ICMPv6-based DoS and DDoS attacks have been reviewed 

by researchers and a general classification of existing IDSs was 

proposed as anomaly-based and signature-based. However, it is 

incredibly hard to see the overall picture of IDSs based on 

Machine Learning (ML) techniques with such a classification, as 

there is a lack of a more detailed view of the ML approach, 

classifiers, feature selection techniques, datasets, and different 

evaluation metrics. 

 

Key Words: Edge Machine Learning, Denial of Service, 

Attack, Detection, Long Short Term Memory(LSTM).  

 

 

 

 

 

 

 

 

 

 

 
1. INTRODUCTION 

The global permanent deployment of IPv6 has attracted the 

interest of researchers to review the security issues raised by 

numbers of attacks and one of them is the DoS attack using 

ICMPv6 messages [1]. ICMPv6 has been given a vital role by the 

designers of IPv6 as compared to its previous version IPv4 [2]. 

example, the NDP which uses ICMPv6 messages has been 

introduced by IPv6 as a new protocol for The Stateless Address 

Auto Configuration (SLAAC), discovering link-layer addresses, 

routers discovery, and Duplicate Address Detection (DAD) 

processes [3]. However, these features are subjected to 

exploitation by the attackers to perform DoS attacks [4]. Further, 

many to one dimension, which is an intrinsic characteristic of a 

DDoS attack, is still possible in IPv6 using ICMPv6 Echo 

messages [ 

To the best of our knowledge, there is no review paper 

specifically focused on IDSs based on ML techniques for 

ICMPv6-based DoS and DDoS attacks detection. The ML-based 

intrusion detection for ICMPv6-based DoS and DDoS attacks is a 

relatively new field, and research in this area is gaining  

momentum. Therefore, the main contributions of this article are:  

(i) the review and classification of existing ML-based IDSs 

for the detection of ICMPv6-based DoS and DDoS 

attacks, (ii) the identification of open challenges as 

future research directions, (iii) proposed blockchain 

applicability in the ensemble framework as one of the 

possible solutions to these challenges, and (iv) the 

classification of ICMPv6 vulnerabilities that are 

revealed by exploitation techniques and not addressed 

by previous reviews. 
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2. LITERATURE SURVEY 

3. RELATED WORK 

The role of ML in the intrusion detection field is to build a 

model for a multinomial classifier problem that can classify 

network events as normal or attack events, as in the case of 

DoS and DDoS attacks. Recent research shows that, compared 

to traditional IDS solutions, researchers have shifted their 

focus towards developing ML-based IDS solutions [36]. In the 

literature, ML-based IDS models achieved interesting results; 

from 86.53% [37] to over 99% [38] in detection accuracy and 

a significant decrease in false-positive from around 4% [39] to 

0.01% [40]. 

Class Type: 

The classification approach using ML techniques can be 

categorized as single, ensemble, or hybrid depending on the 

number and the way in which different techniques work 

together to solve a problem 

 
1) SINGLE 

IDS model under this category can be designed by utilizing only 

one technique such as clustering, classification, or association. In 

recent research, classifiers such as SVM, NN, Decision Trees 

(CART, C 4.5, and J48), NB, and KNN have been used to design 

single classifier-based IDS models. 

2) HYBRID 

In this category, an IDS model typically combines two or more 

functional components with the intuition to improve performance 

as an advantage over a single classifier approach. Classifiers 

implementation in this approach works in two stages, first one 

aims at optimizing the learning 

3) ENSEMBLE 

Ensemble models add another dimension to achieve performance 

intuitive benefits by combining the opinions of multiple learners. 

Ensemble methods, with access to multiple processors, are the 

ideal choice for training and testing time efficiency because they 

are inherently parallel in nature. The ensemble model’s 

implementation can be accomplished in two ways, one is training 

multiple classifiers on the same dataset and the other is training a 

single classifier on multiple datasets. After the training phase, 

the data item is assigned to the class to which the majority 

of classifiers point at the time of testing. 

 

 

 
4. PERFORMANCE MATRIX 

 
The Cross-validation and supplied test set approaches have been 

applied to evaluate the performance of an IDS by obtaining the 

results in the form of different performance evaluation metrics 

[45]. Experimental results using these metrics have been used by 

researchers to compare their results with already existing 

approaches. 

True Positive (TP): An attack traffic instance correctly classified 

as belonging to attack class. 

False Positive (FP): A normal traffic instance incorrectly 

classified as belonging to attack class. 

True Negative (TN): A normal traffic instance correctly 

classified as a normal class instance. 

False Negative (FN): An attack traffic instance incorrectly 

classified as a normal class instance. 

Detection Accuracy (DA): Detection accuracy measures the 

ratio of correct predictions over the total number of instances 

evaluated. 

TP + TN (TP + FP + TN + FN) 

 DA =  (1) 

Error Rate (ER): Also referred to as misclassification error, 
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measures the ratio of incorrect predictions over the total number 

of instances evaluated. 

FP + FN (TP + FP + TN + FN) 

 ER =  (2) 

True Positive Rate (TPR): The intrusions which are correctly 

classified as an attack are also known as sensitivity. 

TP (TP + FN) 

 TPR =  (3) 

False Positive Rate (FPR): Often referred to as false alarm. 

These are the normal patterns that were incorrectly classified as 

an attack. 

FP (FP + TN) 

 FPR =  (4) 

True Negative Rate (TNR): The normal patterns that were 

correctly predicted as normal are also known as specificity. 

TN (TN + FP) 

 TNR =  (5) 

Precision (P): The positive patterns that are correctly predicted 

from the total predicted patterns in a positive class. 

TP (TP + FP) 

 P =  (6) 

Recall (R): The fraction of positive patterns that are correctly 

classified. 

TP (TP + TN) 

 R =  (7) 

F-Measure (FM): This metric represents the harmonic mean 

between recall and precision values. 

2 ∗ P ∗ R 

 FM  (8) 

Matthews Correlation Coefficient (MCC): This metric 

measures the correlation between the predicted results and the 

real data. 

MCC √ 

(TP + FP).(TP + FN).(TN + FP).(TN + FN) 

 
 

 

 

5. METHOD OF IMPLEMENTATION 

 
1.Traning phase 

a. The training phase of a machine learning model 

involves several steps, including data processing, 

feature scaling, and handling missing values. 

b. The model architecture includes LSTM layers, a 

dense layer, and a loss function. 

c. The input shape preparation ensures the data 

conforms to the expected shape. 

d. The final hidden state is outputted using the final 

hidden state. 

e. The training process involves fitting the model on 

training data using the fit method, with validation 

data used to monitor performance and adjust hyper 

parameters if needed. 

f. The loss function measures the model's 

performance in multi-class classification tasks 

2.Testing 

a. The evaluation process involves preprocessing test data 

into the same format as the training data, applying the 

same feature scaling transformation, and evaluating the 

model's performance using metrics like accuracy, 

precision, recall, and F1-score.  

b. The confusion matrix is also analyzed to understand 

classification performance and detect biases. 

 

3. Detection 

a. The system uses a trained LSTM model for real-time 

detection of DoS attacks, with the system configured to 

generate alerts or trigger automated responses.  

b. Post-detection analysis refines the model's accuracy by 

analyzing false positives/negatives. 

c. Continuous monitoring and retraining mechanisms are 

implemented to adapt to new attack patterns and 

evolving network conditions. 

• In our day-to-day life the usage of mobile phones has 

increased in restricted areas such as exam venues, 

places of important meetings, offices, conference 

halls, prisons, etc., and the hidden wireless cameras in 

trial rooms and hotels, public toilets. 

• The radio frequency signals are transmitted from 

wireless cameras and mobile phones during the video 

transmission, incoming calls and outgoing calls, 

and text messages from one gadget to another. The 

detector will detect the transmitted signal and then it is 

given as input to AT mega 8 microcontrollers. 

• As soon as the Arduino microcontroller receives the 

signal, it will turn ON the beep alarm and the 

information will be displayed on the LCD and also 

sends messages like mobile detected with location, 

room number, etc. to the mobile number stored in the 

microcontroller by using the GSM module. 

• This system will be used to detect the mobile phones 

and the wireless hidden camera present in a room by 

the radio frequency signals that are transmitted by 

them.     

 

 

 Machine Learning Model Development: 

 

Real-time network traffic data captured using Wireshark can be 

parsed with DPKT module in Python or CICFlowMeter traffic 

flow analyzer to extract features on packet metadata and packet 

flow statistics [2]. In this study, we extracted two features from 

captured network traffic data: (1) frame length, and (2) packet 

inter-arrival time. We used the preprocessed dataset to train 
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Support Vector Machine (SVM) and Logistic Regression (LR) 

models. 

Both SVM and LR are relatively lightweight machine learning 

models that are robust for datasets with fewer features. SVM is 

more lightweight than most models in terms of training time, 

model size, inference time and ease of implementation, 

especially on constrained environments such as micro-

controllers. SVM models have also proven robust when 

analyzing larger numbers of features (up to 34) as 

experimented in study [12]. LR models are easy to implement 

for binary as well as multi-classification problems to account 

for different types of DDoS attacks at the same time. 

Compared to other models, it is also less prone to overfitting 

[5]. These models fit our purpose of experimenting viable 

machine learning models with minimal memory and 

computation footprint. 

Besides real-time captured data, we also used DoS attack data 

from the CICIoT2023 dataset to train the aforementioned 

models. This dataset contains more types of DoS attacks 

experimented on a wide range of IoT devices. As we only 

experimented with a simplified Deauthentication DoS attack 

on a small Wi-Fi network, the CICIoT2023 dataset assists in 

testing the applicability and generalizability of our models over 

the most common and recent types of DoS attacks. The 

features that we used for analyzing the CICIoT2023 Dataset 

are flow duration, frame length, protocol type, time to live, 

flow rate, total length of frames in flow, and inter-arrival time 

(IAT). 

6.SYSTEM ARCHITECTURE 
 

 

\ 

 

 

 

7. METHODOLOGY 

 

 
Long Short-Term Memory (LSTM) is a Recurrent Neural 

Network (RNN) architecture developed by Hochreiter and 

Schmidhuber to overcome the limitations of traditional RNNs in 

handling sequential data. LSTM introduces a unique memory cell 

concept, controlled by three critical components: the input gate, 

forget gate, and output gate.  

These gates collectively determine how information flows into, 

out of, and is retained within the memory cell. The memory cell 

in LSTM is the core element that sets it apart from traditional 

RNNs. It can store and preserve information over long sequences, 

making it ideal for tasks with extended dependencies. The input 

gate regulates what information should be added to the memory 

cell at the current time step, while the forget gate determines 

what information from the previous memory cell state should be 

discarded. The output gate controls what information from the 

memory cell should be passed as the output at the current time 

step, considering both the current input and the previous state. 

These gates allow LSTM networks to selectively capture and 

store information from past time steps, discard irrelevant details, 

and output contextually relevant information. 

This capability enables LSTMs to effectively learn and utilize 

long-term dependencies in sequential data. 

LSTM networks find applications in various domains, including 

language translation, speech recognition, time series forecasting, 

and text generation. They leverage their memory cell and gating 

mechanisms to overcome the vanishing gradient problem and 

effectively capture long-term dependencies in sequential data, 

making them a powerful tool for a wide range of applications 

involving time series, speech, and text data 
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8. CONCLUSION 
This review presents the current state of the art of ML-based 

IDSs for the detection of ICMPv6-based DoS and DDoS 

attacks. Based on the classifier’s design we present a 

classification of existing ML-based IDSs into single and hybrid 

categories for the detection of ICMPv6-based DoS and DDoS 

attacks. Table 3 gives an overall idea about the ML approach, 

classifier used, and feature selection techniques along with the 

result produced by each model. Although existing ML-based 

IDS models such as [50] and [61] have promised high DA in 

the detection of ICMPv6 Echo messages-based DDoS 

anomalies, the growing scale of the problem with respect to the 

analysis of traffic produced by DDoS attacks can have a 

significant impact on the performance of ML-based IDSs using 

sequential hardware. Therefore, IDS models based on ML 

techniques is still in itsinfancy stage for the detection of 

ICMPv6-based DoS and DDoS attacks. 
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